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PREFACE

In February 1Y67 RAND was commissioned by the Office of the Assist-
ant Secretary of Defense (Systems Analysis) to prepare a text on the

general gsubject

v F
LEE

cf cest cavilmating procedures. This memorandum dealing
with fundamentals of cost analysis constitutes the introductory portion
of such a toxt., The complete report will present and illustrate methods
and tecliniques for estimating aircraft and missile costs, a chapter on
operating costs, and a discussion of cost models in addition to the wa-
terfal presented here., While the emphasis is to be on aircraft and mis-
siles, the techniques illustrated are applicable to all types of major
equipment; and tt is hoped that the text will be useful throughout the

Department of Defense.
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SUMMARY

This memorandum discux<ses the {undamential problems nf estimating
mta jor equipment coxls and sugyests that for many nurposes | particularly
for government cost analysts, a statistical apnroach 1s the must suit-
able. The kind of data required and the adjustments necded to make the
data useful are discussed in some detall, The use of regression analy-
sis in deriving cost-egtimating relationships its described, but it is
emphasized that unquestioning uxe of estimating relationships obtained
in this manner can result in serious errors, The concepts underlying
the cost-quantity relationship generally known as the learning curve
are presentced along with instructfons for its use. Finally, the prub-
lem of uncertainty in cost estimating is discussed and a few suggestions

for dealing with the problem are included.
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1, COST ESTIMATING METHODS

A cost estimate is a judgment or opinivn regarding the cost of an
object, commodity, or service. This judgrent or opinfon may be arrived
at formally or i{nformally by & varietly of methods, all of which are
based on the assumption that experfence is a reliable guide to the
future. In some cases the guldance is clear and unequivocal, e.g.:
bananas cost $,15/1b last week; one estimates they will cost about
§$.15/1b next week, barring unforeseen circumstances such as a freeze
in Guatemala, At a slightly more sophisticated level average costs
21 alculated and used as factors to estimate the cost to excavate
a cubic yard of earth, to fly an airplane for an hour, to drive an
automobile a mile, etc. Much, perhaps most, estimating is of this
general type, that is, where the relationship between past experience
and future application is fairly direct and obvious,.

The more interesting problems, however, are those where this re-
lationship is unclear because the proposed ftem is different in some
significant way from its predecessors. The challenge to cost analysts
concerned with military hardware is to project from the known to the
unknown, to use experience on existing equipment to predict the cost
of next-generation missiles, aircraft and space vehicles, The challenge

1s not only in new equipment designs, since new materials, new produc-

~tion processes, and new contracting procedures also add to the uncer-

tainty. Such innovations are frequently accompanied by an anticipation

of cost-reduction, and these expectations have to be carefully evaluated.
The techniques used for estimating hardware costs range from in-

tuition at one extreme to a detailed application of labor and material

cost standards at the other. The Air Force Cost Estimating Manual

(AFSC Manual 173-1) 1lists five basic estimating methods--industrial

engineering standards; rates, factors and catalog prices; estimating

relationships; specific analogles; and expert opinion. Other sources

put the number at two (synthesis and analysis), three (round-table

estimating, estimating by comparison, and detailed estimating) or four

e il im0 - Mkf R



(analyrical appraisal, comparative analvsis, statistical, and standards).
In thi: -hapter we shall not attempt to be comprchensive but will limit
our discussion to three techniqueg--the industrial engineering approach,
analogy, and the statistical approach--and it is the latter that we will
be primarily concerned with throughout the remainder of the book,

Estimating by industrial engineering procedures can be broadly
defined as an examination of separate segments of work at a low level
of detail and a synthesis of the many detailed estimates into a total.
In the statistical approach, estimating relationships using explanatory
variables such as weight, speed, power, rfrequency and thrust are relied
upon to predict cost at a higher level cf aggregation.* Figure 1=l
illustirateas this difference in level of detail, At the lowest level of
detail the estimator begins with a set of drawings and specifies each
engineering or prcduction operation that will be required, the work
stations where each operation will be performed, and the labor and
material required, This is sometimes referred to as '"grass-roots" or
"bottom-up' estimating.

Figure I-2 illustrates the detail required at the lowest level of
estimating, in this case for forming a center bracket of steel plate.
The name and number of the operations snd the machines that will be

used are given along with estimates of the setup time and operating . --

labor cost., Standard setup and operating costs are used in making tha
estimates wherever these exist, but if standardc have not been estab-
lished, as is frequentlv the case in the aerospace industry, a detailed
study is made to determine the most efficient method of performing each
operation. A standard may be a '"pure'" standard or an "attainable"
standard, but essentially for some specified condition it i{s the mini-
mum time required to complete a given operation and, theoretically,
should be apprcached asymptotically when the planned production rate is

attained.

*Statlstical estimating is sometimes definec 23 a statistical
extrapolation to produce 8n estimate-at-completion after some progress
has been made on a job and costs or commitments experienced. This is
not the sense in which the term is used here.
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INDUSTRIAL ENGINEERING

Engineering
materials

No, of engineers
by dept & task

Engineering other
direct charges

Type & quantity of materials
& test equipment

Tooling direct

labor hours

Type of direct charge
{ computer rental, travel,
reproduction, etc.

Tooling materials
& purchased tools

L]

Yooling other
direct charge

Type and quantity of
specific tools required

| Quality control
direct labor hours

Type of direct charge
(per diem, travel,
equip. rental, etc.)

Quality control
other direct charges

Bosed on man loading
regmts by work center
and station

Manufacturing

]

Toe of direct charge
{ _ =i, reproduction,
pet diem, etc.)

Manufacturing
|~ materials ond
purchased parts

_direct igber . [

Component ond tasks by mfg

subassembly, final assembly
and checkout

Monufacturing

other direct charges

Parts list & specific type
& quontity of raw materials,
scrap, efc.

Purchased
equipment

Type of direct charge
(travel, reproduction,
per diem, etc.)

Part list items such as:
landing gear, environmental
control, secondary power,
number & type of

instruments,etc.

Fig. | -1—Levels of aggregation for esiimating purposes

~| processes i.e., fobrication |
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: Standards are not widely used in the aerospace industry for esti-
moating costs.* They are best applied where a4 long, stable production
run of identical items {s envisaged, whereas the emphasis in this in-
dustry 15 on development rather than production. The Gemini prcgram

provides an extreme example of this--l2 spacecraft of varying con-

T S

figurations were developed and produced at a cost of about $700 million,

Other examples would be less dramatic; but it is generally true that

P

compared to other industries production runs of advanced military and

[,

space hardware tend to be short and that both design configurations
and production processes may continue to evolve even after several
hundred units have been completed., This means that standards are con-

tinually changing--one standard applies at unit 50, another at other

- e e

production quantities., Because the changes are unpredictable, it is

i difficult to establish standards in advance of production experience

? that will be applicable at some specified production quantity,

f Industrial engineering estimating procedures require considerably
! more personnel and data than are likely to be available to government

'f agencies under any foreseeable conditions. One of the largest aero-

: space firms figures that to estimate the cost of 2n air{rame using this

approach about 4500 estimates are required, and for this reason it

~_ avoids making industrjal engineering e¢stimates—whenever possible. ~They

o take too much time and are costly during a period of limited funds for
both contractor and government. Moreover, for many purposes they have
been found to be less accurate than estimates made statistically,

:2 One reason for this is simply that the whole generally turns out to be

greater than the sum of 4500 parts. The detail estimator works under

the same disadvantages as do all other estimators before an item has

been produced, Working from sketches, blueprints, or word descriptions

of some item that has not been completely designed, he can assign costs

only to work that he knows about. (An attempt is sometimes made to

estimate how complete the work statement is and this estimate becomes a

factor to apply to the detsail estimate, e.g., the work statement is

*
They ave used extensively for other purposes, however, such as
control of shop performance.




estimated to be 50 percent complete, so the detall estimate is multiplied
by two.) The effect of 4 low estimate here is compounded because detalil
estimating is normally attempted only on a portion of production labor
hours. A number of production labor elements, such as rework, planning
time, coordination effort, etc., are usually faccored in as percentages
of the detail estimate. Then, other cost elerents, such as sustaining
effort, tool maintenance, quality control and manufacturing research,

- are factored in as percentages of production labor. Thus, small errors
in the detail estimate can result in large errors in the total,

A second reason has already been suggested. This is the view that
significant variability in the fabrication and :ssembly of successive
production units is and will continue to be characteristic of the in-
dustry. Productfon runs of like models tend to be of limited length
. and to be characterized by numerous design changes. in the case of
military aircraft, production rates have tended to vary frequently and
at times unexpectedly. The proportion of new components in equipment
is probably higher in the airframe industry than in any other. The
effect of these factors can be represented statistically by the learning
or progress curve s0 characteristic of this industry One set of fab-
rication and assembly modes is succeeded by more efficient production
functions, thus lowering the total labor requirement. The introduction
not interfere with the general trend, If new manufacturing processes
and techniques are introduced, these may cause changes in past relation-

ships, History, however, seems to show that changes in manufacturing

y and managements techniques, while they may have dramatic impacts in
circumscribed areas, tend to result in only gradual changes over the
entire process,
Because a private concern generally has data only on its own
; products, much of the estimating in industry is based on analogy,
particularly when a firm is venturing into a new area. In the 1950s,
for example, aircraft companies bidding on ballistic missile programs

drew analogies between aircraft and missiles to develop estimates for

*
Discussed in Chapter VI.

———— - -—— ——— of-engineering changes -causes—discontinuities in this-process-but-does — -~
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the latter, Douglas Aircraft Company (Now McDonnell-Douglas) mad- a
good estimate on the Thor intermediate range ballistic missile by com-
paring Thor with the DC-4 transport airplane, The same company later,
and less successfully, based its cstimates of the Saturn S-IV stage
on its Thor experience, adjusting for differences in size, the number
of engines, higher performance, and tndulation problems (the need to
cope with liquid hydrogen as well as liquid oxygen).

At all levels of aggregation much egtimating is of this type--
System A required 100,000 hours; given the likenesses and differences
in design and performance of proposed System B the requirement for B
is estimated to be, say, 120,000 hours, Or, at a different level,
engineers and shop foremen may rely on analogies when making a grass-
roots estimate, and in this event analogy becomes part of the industrial
engineering approach. The major drawback to estimating by analogy is
that it is essentially an intuitive process, and as a consequence re-
quires considerable experience and judgment to be done successfully.

Thus, while statistical procedures are preferable in most situations,
there are circumstances where analogy or industrial engineering techniques
are required because the data do not provide a syatematic historical basis

for estimating cost behavior. It may be that a new item is to be con-

structed of some unfamiliar material, or that some design consideration

~~~~~~ ~— -~ —is-so radically different that statistical procedures are inadequate.

The employment of new structural material for aircraft often requires

the development of special cutting and forming techniques with signif-

icantly different manufacturing labor requirements than those projected
from a sample of essentially aluminum airframes. Faced with this problem
on titanium, airframe companies developed standard-hour values for tita-
nium fabrication on the basis of shop experience fabricating test parts
and sections. Ratios of these values to those for comparable operations
on aluminum aircraft were prepared and these ratios used in existing
statistical estimating relationships, Thus, while industrial engineer-
ing procedures are used to provide input data, the approach remained
statistical.

Another exception occurs in the case of industrial facilities.

Requirements for these cannot be estimated without knowing the contrac-
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tor's {dentity and the extent and availability of his existing plant,
Consequently, facilities cost must be estimated from informstion avail- ;
able for each specific case,

There will always be exceptions of this kind, but in general the

[E S

statistical approach {s uséful in a wide range of contexts, e.g.,

[T e

whethe: the purpose is long-range planning or contract negotiation,

In the former a more highly aggregated procedure may be used, because
it ensures comparability when little detailed knowledge about the equip-
ment is available, Total hardware cost may be estimsted as a function

BT T WU

of one or more explanatory variables, e.,g.,, engine cost as a function
of thrust or transmitter cost as a function of power output and fre-
quency, but this is often a matter of necessity, not choice. Even for
long-range planning, it is sometimes desirahle to estimate in some detail.
To say that stetistical techniques can be used in a varfety of
situations does not imply that the techniques are the same for all
situations, They will vary according to the purpose of the study and ' ‘
tiie information available. In a conceptual study it is necessary to
have & procedure for estimating the total expected costs of a program,
and this must include an aliowance for the contingencies and unfore-
seen changes that seem to be an inherent part of most development and

production programs. L

" “similarly, a long-range planning study would use industry-wide
labor and burden rates and an estimated learning curve slope, while

later in the acquisition cycle data that is specific for a particular

contractor in a particular location can be used, 1In effect this merely
states the obvious--that as more is knowr, fewer assumptions are re-
quired. When enough is known, and this means when a product is well
into production, accounting type information and data can be taken
directly from records of account and used with a minimum of statistical
manipulation, This technique is useful only in those cases where the
future product or activity under consideration is essentially the same
(both in terms of configuration and scale of production or operation)
as that for the past or current pericd,

In any situation the estimating procedure to be used should be
determined by (l) the data available, (2) the purpose of the estimate,




and (3) to a lesser extent by less relevant factors such as the time
available to make an estimate. The essential ldea we wish to convey
: in this chapter i{g that, when properly applied, statistical proceaures

are varied and flexible enough to be useful in most situations defense

- equipment cost anslysets are ltkely to face. While no specified set of
procedures can guarantee accuracy, decisions must be made and {t {3 es-
sential that they be made on the best possible information. What we
2 are seeking here are the approaches which will give the best possible

! answers, given the basic information that {s available,

iy R g Wi 3 gl TR
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I, DATA COLLECTION AND ADJUSTMENT

The government has been collecting cvost und program data on weapon

and support systems f[or many years, sometimes in detail, soetimes in

highly aggregated form, but always {n quantity, As a consequence, it

ts a4 little bit surprising that when an estimating job comes along, the

right data seldom seem to be at hand., Cne can speculate about why this

should be, but in our opinion the cssential reason s that the needs of

cost analysis have not always been considered in designing the many fin-

formation systems that have been used over the yecars by the Army, Navy

and Air Force, Data have been collected primarily for program control,

for program management and for program audit, but this type of f{nformation

wags never systematically processed and stored. Instead, after a couple

of ycars f{t has generally been discarded or stored in not readily ac-

cessible warchougses, Moreover, the data were incondistent since they

were gathered according to the requirements of each Service and each

program manager, As a consequence, to obtain the kind of data neces-

sary to develop estimating techniques, the anelyst has had to go back

to the contractor's records,

ffffff e ——yfth the institution of CIR (Cost Infurmation Report) tn 1966, the
situation should greatly change. This report was designed to collect
costs and velated data on aircraft, missile and space systems and their
related components for the purpose of assisting both industry and govern-
ment tn estimating and analyzing the costs of these ltems, Information
from other sources--contract records, GFE records, and the like--can
be processed and spliced to CIR as it becomes available, Hence, over
8 period of years, as data are accumulated, the need for ad hoc col-
lection efforts should diminish, These e¢fforts will never disappear
complecely, howover, Since it will never be possible to rely on CIR
alone (or on any foresceable (nformation system) because it will not
apply tu all new hardware and will not provide all the cost information
that might ever be required on the hardware it does cover, the subject

of data collection is still one with which cost analysts must be concerned,




be negotiated, For major items this means a functionel brquoqg. €.8.
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In the best of all possible worlds the analyst would have such 4
wealth of data that he could develop estimating techniques responsive ]
to any demand. Such 4 world is unknown in the aervépdce industry wherce
even the largest contractors are reluctant to allocate the resourdes
required to put estimators in such a favorable position, A govetnment
estimator is better placed in some regards, i.e., he has & wuch broader
base of experience to draw upon, but he lacks the detall an fndustry
estimator has on his own company's products, Data collection is cx-
pensive; hence, the vstimator i{s generally in the position of having
less than he wants and of having to design techniques to fit the data
he has been able to accumulate,

Some minimum data requirement exists for any given job, however,
and before data collection begins the analyst must consider the scope
of his problem, define generally what he wants to do, and decide how
he is going tu do it., The data required to estimate cquipment costs for
a long~-range planning study can be substantially less than those needed
to preparc an independent cost estimate for contract negotiation, In
the former, total equipment costs may suffice while in the latter costs

must be collected at thie level of detail in which the contract is to

dirvect labor, malurféls, englneering, teooling, ete, One could pos-
tulate problems requiring oven a greater amount of detakl; suppose, for
example, that two similar hardware items had substantially different
costs. Only by examining the vost detall could this be explalned,

In performing this initial appraisal of the job the analvst will
be greatly aided by & thorough knowledge of the kind of equipment with
which he will be dealinge-~its characteristics, thu statc of its teche
nology, and the available sample, With this knowledge he can determine
what types of data are required and available for whét he wants to do,
where the data are located, and what types of adjustments may be re-
quired to make the collected dava base consistent and comparable, Only
after cthe problem has been given this genvral consideration should one
begin the task of data collection,

This is an important point, All too often a mountain of data is
collected with lictle thought «s to how it is going to be used, The

result is that some portion may be unnecessary, unusable, or not com-
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pletely understood, Data collection is generally the most troublesome
and time-consuming part of any cost analysis. Consequently, careful
planning in this phase of the overall effort {s well worthwhile.

To develop a cost-estitmting procedure, at least three different
types of historical dats are required, First, there are the rescurce
data, ususlly in the form of expenditures or labor hourds, It {4 cus-
tomary to apply the word gggg to both, aud thet practice is followed
throughout this chapter, A second type of dats describes the possibie

Iy

cost-explanatory eclements; for hardware such aw aircraft and missiles
this means petformance and physical characteristics, ‘The third type

is program data, i.e.,, {nformation releted to the development and
production history of the hardware {tem.

Resource Data

Resource data are generally classified intu end-item categories
or functional cstegories. An example of the former in some of the

various possible levels of detail would be:

System
Subsystem
Component
Part

Ehégfdhcgfbﬁime;tégg;i;;”;;;W;;gineering, tooling, manufacturing,
quality control, purchased equipnent, etc., and typically these are
further broken down into labor, material, overhcad, and otheir direct
charges. The fountainhead of resource data is the contractor's plant.
While the accounting systems will véry from one company to another, in
general Lhe amount of detail ils {mmense. A typical airframe company,
for example, sets up the pioduction process on the basis of a number
of different jobs or stations, clcﬁ tdentified by a number or symbol.
All manufacturing direct labor and/or material (depending on the type
of cost accounting system) exbended on a given job is recorded on a
Job order or, #s is becoming increasingly more common, fed directly
into a computer. Where such a system is used, the actual hours fncurred

for every operation ave available to management; and these costs can be
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aggregated a3 needed, They cannot generally be attributed to a single
unit, however, arid some elements of cost, e.g., tooling and engineering,
are not even fdentifiable by lot, And since different contractors do

the work differently, they will have different job orders, This means

in practice that data at more detailed levels may not bc comparablx

from one contractor to another, Also, detalled information of this

kind fs unnecessary for most government estimating and, &s a consequence,
is rarely sought.

Parenthetically, it can be said that {f there were a need to es-
timate in more detail the data required would increase by an order of
magnitude or more, and data processing equipment would become a virtual
necessity, The question of when to incorporate automatic data process-
ing techniques into the data ccllection effort hinges primarily on the
volume of data to be handled, The trend in the aerospace industry fis
to rely more and more on computers for internal data needs, and for
some purposes data have been provided to the government on punch cards
or magnetic tape, Thus, there are no technical reasons why cost data
could not be obtained in this form should it be more convenient to the
cost analyst, but as mentioned earlier, there are good reasons not to
use excessive detail even if it is readily available--expense increases
and accuracy is likely to decrease,

) 7Tbgggeg&gg}”copgidgrq;igns”gparc, the hard truth is that estimat-
ing techniquus must be based on the resource data the analyst can lay
his hands on, and in the past the availability of data has varied
greatly from one type of equipment to another. As an illustration of
this, aircraft estimating procedures tend to be different from those
developed for missiles and spacecraft. An airframe model may contain

the following cost elements:

Initial and sustaining engineering
Development support

Flight test operations

Initial and sustaining tooling
Manufacturing labor

Manufacturing material

Quality control

A list of cost elements something like this is desirable for all hard-




ware estimating, but because of data limitations, present procedures
for engines ouften include only two vost categories--development and
producticn~-and avionics procedures only onz--procurement cost to the

government, CIR should expand the possibilities in the future,

Performance and Physical Chavacteristics

Information about the physical and performance characteristics of
aircraft, missile and space systems {s just as important &s resource
data. This means that data collection in thls ares can be time-consum-
ing, particularly since it is seldom clear in advance what the neces-
sary data will be., ‘The goal, of course, is to obtain a list of those
characteristics which best explain differences in cost, Weight is the
most commonly used explanatory variable, but weight alone is seldom
enough., For airfr:es, speed is almost always included as a se¢cond
explanatory varialle, and one estimating procedure for aircraft uses
all of the following:*

Maximum speed at optimal altitude

Maximum speed at sea level

Year of first delivery

Total airframe weight o
Increase in airframe weight from unit l to unit n
Weight of installed equipment

Engine weight

Electronics complexity factecr

In addition, the following characteristics were considered, but not

used:

Maximum rate of climb
Maximum wing loading
Empty weight

Maximum altitude
Design load factor
Maximum range

Maximum payload

*
Methods of Estimating Fixed-Wing Airframe Costs, Vol. I, Planniag

Research Corpcration, PRC R-547, 1| February 1965,
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At the outset of a study to develop an estimating relationship for
aircraft costs, the cost analyst would not know which of all these char-
acteristics would prpvide the best explanation of variations among the
covt vf different aircraft and would try to be as comprehensive as pos-
sible. An analyst who is familiar with the type of hardware under study
ghould have sume idea uf what the most likely candidates are, but he
will zenerally consider more chavacteristics than wili eventually be

used.

Program Data

A third type of essentlal data is drawn from the development and
production history of hardware items. The acceptance date of the item,
the significant milestones in the development program, the production
rates, and the occurrence of major and minor modifications in its pro-
duction--information such as this can contribute to the development
of meaningful cost-estimating relationships, It wiil be noted that
the list of explanatory variables in the previous sec:ion includes
year of first delivery and increase in airframe weight from unit |l to
unit n, information that would be included in the category progranm
data.

" An airframe typically changes in weight doring both development
and production as a result of engineering changes. For example, the
weight of the F-4D varied as follows:

Cumulative Alrframe
Plane Number Unit Wt (ib)
1- 11 8456
12-186 8941
187-241 8541
242-419 9193

Since laber hours arve commonly associated with weight to o.-tain hours-
per-pound factors, .t ls important to have the weights coriect and not
tc use a single weight,

The need for other kinds of program data will be made clear by

the following pages on data adjustment. To cite one example here, one
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needs to know the year in which expenditures oceur to adjust cost data
for price level changes., (This is the reason for &t least one CIR sub-
mission annually.) A certain amount of what we have chosen to call
program data cannot be specified this definitely nor can its use be
foretold, but it is important nonetheless. This is what might be
termed background {nformation--information about what else is going

on in the contractor's plant at the time a particular hardware item is
being butlt, unusual problems the contractor may be encountering, at-
tempts to compress or stretch out the program, inefficiencies noted,
etc. These facts may be useful in explaining what appear to be aber-
rations when the resource data are compared with those from other
development and production programs. In addition a history of a con-
tractor's overhead, G&A, and labor rates is useful both for analyzing
and predicting costs,

DATA_ADJUSTMENT

To be usable to the cost analyst data must be consistent and
comparable, and in most cases the data as collected are neither. Hence,
before estimating procedures can be derived the data have to be adjusted
for such things as price level changes, definitional differences, pro-

duction quantity Jdifferences, and so on. This section discusses some

’*”’“ofﬂthe*morE”common“aﬂjustmehts.*‘If”igjby’ﬁalmeaﬁs’Eﬁ"éXHhGEEIVé”fféifinf

ment of the subject, since the list of possible adjustments is long and
many of them will apply only in a very small number of cases. Also,
evidence on certain types of adjustments--for contractor efficiency,
for contract type, for program stretch-out, etc.--consists largely of
opinion rather than hard data and while we can allude to such adjust-
ments the research necessary to treat them in some definitive way has

not yet been done,

Definitional Differences

pifferent contractor accounting practices are one of the primary
reasons that adjustment of the basic cost data is generally necessary.
Companies record their costs in different ways, are ofien required to

report costs to the government by categories somewhat different from
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those used internally, and the reporting categories change from time
to time. Because of these definitionat differences, one of the first
steps in any cost analysis is to state the definition that is being
used and then adjust all data to this one definition, With the in-

ception of CIR, a standard ser of definitions for alrframes has been
established for use throughout the Department of Defense, A primary

purpose of CIR is to overcome the problem of definitiona! differences
In hardware cost data. For the next few vears, however, when most
data will antedate CIR, some adjustment will be required,

As ar. example of what may be expected, a cost analyst may be
examining data from a sample of 10 hardware items and discover that

the cost element Quality Controi is wissing for some of the eariier

items. He may conclude that rw quality control was exercised back in
the 1950's or that this function is included in some other cost element.
“he latter is correct of course. Traditionally, Quality Control was
carried in the burden account, and it was only in the late 1950's that
it began to appear (at the request of the Department of Defense) as a
separate element. Hence to use cost data on equipment built prior to
this change some portion of overhead cost has to be converted to Quality
Control.

A more current example {nvolves Planning, whicﬁ in the CIR deft:i

—-nition is included in Tooling. Planning consists of two components--

tool planning and production planning--so some companies put the first
in Tooling and the second in Manufacturing. Other practices are to
include tool planning in Engineering, to put all planning in Manufac-
turing, or to include some portion in Overhead. Im our view the CIR
definition is the most logical.,

Table‘II-l illustrates this problem more concretely, On the left
is a slightly abbreviated version of the CIR iist of cost elements;
ou the right are the categories used by & large aerospace company and
the non-recurring costs of a proposed airframe. The lists are differ-
ent and, as shown by Table II-2, a simple rearrangement of the contractor
cost elements does not solve the adjustment problem.

After this rearrangement four of the contracter cost elements--
Developmental Material ($2.6 million), Outside Production ($70,000),

Other Direct Charges (5$2.7 million), and Manufacturing Overhead
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Table [1-2

CONTRACTOR COST ELEMENTS ARRANGED IN CIR FORMAT

CIR Cost Element

Cost (Thousands of §)

Contractor Cost Element

In House

Outside
Production

1. Enginesring
Direct labor
Overhead
Material
Other direct charges

2. Tooling
Direct labor
Overhead
Materials and pur-
chased tools
Other direct charges

3. Quality control
Direct labor
Overhead
Other direct charges

4. Manufacturing
Direct labor

Overhead

~— — "~ "Materials and pur-

chased parts
Other direct charges

5. Purchased equipment

6. Material overhead

Engineering
Engineering overhead

Tooling direct labor

Tooling material

Inspection

Developmental direct labor
Production direct labor

Production material

Purchased equipment

8,600
10,200

11,600

2,600

620

2,500
850

500

--------

--------

($28.94 million)--remain to be dealt with,

Since these four categories

can amount to well over half the total cost of a large production con-

tract, we are not talking about trivial adjustments.

Developmental

Material presumably would be split between Engincering Material and

Manufacturing Material; Other Direct Charges would have to be allocated

among Engineering, Tooling, Quality Control and Manufacturing; and part

of Manufacturing Overhead would be apportioned to Tooling Overhead and
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Quality Control Overhead. In each of these instances the contractor
furnishing Cost Information Reports would be able to make the necessarvy

adjustments from his own accounting records, Quteide Production costs, ]

although small in this example, {n some cases may comprise 30 to 40
percent of the total cost of an airframe. Where this is the case, the
labor hours and material costs incurred by the prime contractor fall

far short of the tota! reguired te build an airplafe, and some method
of arriving at a total must be devised, Ordinarily, the contractor
would have a detailed breakout of costs only for subcontractors on cogt-

reimbursable contracts, and vther Qutside Production costs would have to

be allocated to the specified categorics, Production labor hours in-
curred out-of-plant, for example, are often cstimated on the basis of J
the weight of that portion of the airframe being built out of plant.

In using historical data, the analyst may be in a similar position oc-
casionally, and where the amounts involved are large, he should be

guided by whatever information the contractor can provide,

Physical and Performance Characteristics

A problem similar to the one discussed above concerns the need

speed at optimal ailtitude, true speed, equivalent speed, indicated
speed, etc,--which differ in exact meaning and value. The weight of
an aircraft or missile depends on what is included. Gross weight,
empty weight and airframe unit weight are all used for aircraft,

Some agencies include sweep volume in their definition of the physical
volume of an aircraft fire control system; others exclude it. Examples
of this kind are numerous, but the point hardly needs elaboration, It
is raised here because differences such ag these can lead an analyst

unfamiliar with the equipment being investigated to use inconsistent

or varying values inadvertently. When data are being collected from a
variety of sources, an understanding of the terms used to describe
physical and performance characteristics is at least as important as

an understanding of the content of the various cost elements,

I
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Nonrecurring and Recurring Coasts

Another problem hinging on the question of definitions concerns
nonrecurring and recurring costs, Recurring costs ate & functiuvm of
the number of {tems produced; nonrecurring costs are not, Thus, for
estimeting purposes it is useful to distinguish between the two and
CIR provides for this distinction. Unfortunately, historical cost data
frequently show such cost elements as initial and sustaining engineer-
fing as an accumuleted item in the inftial contract, Various analytical
techniques have been developed for dividing the total into its two
components nynthetically, but ft is not c¢lear at this time whether
the nonrecurring costs obtained by ex post facto methods will be com-
parsble to those reported in CIR. The CIR instructions state:

It is preferable to identify the point of segregation between

nonrecurring and recurring engireering costs as a specific

event or point in time. Ideally, the event used would be the

point at which "design freeze' takes place as a result of a

formal test or inspection, and after which forwal Engineering

Change Proposal (ECP) procedures muet be followed to change

deaign, If no reasonable event can be specified for this

purpose, then all engineering costs incurred up tc the date
of 90 percent enginaering drawing releas: may be used,

While it would be premature to consider the kinds of adjustments

" needed beforz a body of CIR date exista, splicing historical data to

CIR data may involve an adjustment of some kind,

A more subtle problem arises when nonrecurring costs on one prod-
uct are combined with recurring costs on another, {.e., when the con-
tractor is allowed to fund development work on new products by charging
it off as an opersting expense against current production, This prac-
tice is especislly prevalent in the aircraft engine industry. Sepa-
ration of the nenrecurring and recurring costs in this instance means
an adjustment of the production costs shown in contract or audit docu-
wents to exclude any amortization of development, The nonrecurring ex-
pense which had been amortized can then be sttributed to the ftem for
which it was incurred. This adjustment can only be accomplished in
cooperation with the accounting department of the companiea involved,
It would be unnecessary, of course, for equipment on which CIR data
are available,
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Price-Level Changes
g Figure 11-1 shows the change Iln average hourly earnings of produc-

tion on manufacturing pavreils from 1920 to 1965, Although these earnings

»
1
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Average hourly earnings (dollars;

0 | 1 1 1
1920 1930 1940 1950 1960 1970
Yeor

— - —Fig-H-1—Change-in—hourly-earnings— —— - ———————

declined slightly during the early 1920's and again during the Depres-
sion, the trend has been steadily upward since 1934. The hourly wage
rate has increesed by a factor of 4.75 over a 45-year period, or put
another way, in 1965 a manufacturer paid $4.75 for labor that would have
f cost him $1.00 back in 1920. The implication of this for equipment
costs 1s clear, If the labor component of an autcmobile cost $500 {n
1920, the cost for the same car today would be something over $2000
(the hours required in 1965 would be less because of increased produc-
tivity, but this effect will be discussed later),

The relevance of these observations to the subject of data adjust-

ment is that the manufacturing date of the different hardware items in a
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sdmple @re normally spread over a period perhaps as long as 10 to 1%

yeats,

To compare & wissile built in 1955 when labor cost abhour $2.35

per hour with & missile buflt 10 years loater when the labor rate had

increased to over $3.35 per hour the labor cost of both must be adjusted

to & comnon bave.

{This problesm iy obviated by dealing in hours rather

than dollars but an adjustment would srill be needed for taw matertial

atid purchiased parts.) Adjustments of this kind are made by means of a

price index constructed from a time~serdies of data by selecting one

year a3 the base and expressing the vdlue for that year as 100. The

other yedrs are then expressed as percentages of this base.

earnings from 1950 to 1960 for production workers could be converted

to an index using any of the yedrs &5 the basz; in the example below
1950 and 1960 have both been used as base years.

Average Index with Index with
Hourly 1950 as 1960 as
Year Earnings Base Year Base Year
1950 $l.44 100 64
1951 1.56 108 69
1952 1.65 115 73
1953 1.74 121 77
1954 1.78 124 79
1955 1.86 129 82
1956 1.95 135 86
1957 206 0 12 91 - -
U198 1l 147 93
1959 2.19 152 97
1960 2.26 157 100

Information to construct a labor index such as this ts available

in the Buresau of Labor Statistics publicaticn Employment and Earnings,

The hourly

e s

.

and Table IX-3 presents indexes based on this source. Changes in mate-
rials costs are available in another BLS publication, Wholesale Prices
and Price Indexes, and these can be used to develop a materials price

index for a given type of equipment by the following simple pro:edure.

e ————

A list of materials representative of those used in constructing the

equipment (s chosen from the commodity groups in the Wholesale Price

Index, and these materials weighted according to estimates of the a-

mount of each in fabricating the equipment,

materials index might be based on the following materials and weights:

A composite sircraft raw

e e et St it . i
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Tabie II-3

LABOR PRICE INDEX

Afreraft
Engines Otlier Motor Llectrical
and Aircrafte Vehicles Equépment Ship
Engine Parts and and and and Boat
Year { Aircraft Pares Equipment | Equipment Suppiies Bulldiag
1952 .59 .62 Na® .61 .64 .63
1953 .63 .63 Na’ .64 .67 .68
1954 .66 .66 NA® .66 .69 .68
1955 .69 .68 na® V74 71 .71
1956 .72 71 Na? 75 .75 .75
1957 75 .75 na® .73 .79 .80
1958 .80 .80 81 .82 .82 .83
1959 .84 .84 .85 .81 .85 .86
1960 .86 87 .88 .86 .89 .89
1961 .89 .90 .90 8 L1 .93
1962 91 e .93 .89 .93 .97
1963 .94 .95 .94 .93 .95 .98
1964 .98 .98 .98 .96 .98 1.00
1965 1.00 1,00 1.00 1.00 1.00 1.00

®Not available (for years 1952-1957 it is suggested that the labor price

index for aircraft he used),
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Finished steel ............... .02
Stainless steel sheet .,...... NI/
Titanium sponge ... ... oo 07
Aluminum sheet ............... .29
Aluminum rod ............... .. LIl
Aluminum extrustons ....... ve. 220
Wire and Cable ........ Ceeeae W12
Rivets, etc. ....ivivunininn . 15

For any given year a price index for each of these is obtained and a
composite index constructed by summing the individual index numbers

multiplied by the weightings, e.g.:

1967 Index Index Number

Commodity Numbera Weight Times Weight
Finigshed steel 105.8 .02 2,12
Stainless steel sheet 108,0 .04 43.2
Titanium sponge 60.3 .07 4,22
Aluminum sheet 99.8 .29 28.94
Aluminum rod 110.4 .11 12,14
Aluminum extrusions 75.6 .20 i5.12

Wire and cable . lzee0 } 120 0 15,12
" Rivets, ete, 133 2 15 19.98
Composite index number 101,96

819571959 = 100.

Weights in an index such as this \geed to be updated from time to time
to reflecut changing technology, and it may be that those shown here,
are only applicable to current aircraft, This simple example is in-
cluded only to illuetrate the principle of deriving a ccmposite index;
the reader who wishes to pursue the matter further will find index
numbers discussed in most textbooks on economic statistics.* Another

type of composite index is used Iin those instances where labor and

*
See, for example, W, A, Spurr, L, S, Kellogg, and J, H, Smith,
Business and Economic Statistics, rev. ed.,, Richard D. Irwin, Inc.,

Homewood, Illinois, 1961,

[ DU e
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material costs cannot be separated and the price- 21 Wdjustment has
to be made to the total cost of an engine, airfr ni.sile, etc.
Such an index can be derived in the manner illustra above with the

labor and material elements weighted according to whai_ver pattern has
been found to exist in the past, e.g., labor, 80 percent; materials,
1 20 percent. -

Overhead, which is a mixture of labor, materials, and icems such

4 as vent, utiliries, taxes, cetc., in most cases is adjusted by the same
percentage as direct labor, To decide in any particular c se whether 2
different adjustment factor should be used, an examination of each
component of overhead--indirect labor, fringe benefits, ¢’ c¢.--would be
required. This cannot be done by reference to the various indexes
published by BLS and other governmental agencies.

Adjustment of costs for price level changes is not always as
straight forward as the foregoing discussion may imply. One problem is
that price indexes are inherently inexact and their use, while neces-
sary, can introduce errors into the data. The average hourly earnings
for all aircraft production workers may increase by $.05 in a given
year but at any particular company they will increase more or less *han
that amount. Use of the average number to adjust the data for a given
company will bias the data up or down. Also, for many specialized items

... of -equipment;-a—good-published price Index does not exist. In fact,
the usual indexes are oriented toward the civilian economy and may be
misleading, i.e., they may understate the change experienced in defense
and space industries, The United States, along with many other countries,
furnishes the Office of Economic Cooperation and Development (OECD) in
Paris with an index applicable to government defense expenditures in
general, This index, shown below for 1952-1964, is useful to refer to

when detailed index numbers seem questionable or are nonexistent.

Index Index
Year Number Year Number

| 1952 84 1959 102
5 1953 83 1960 104
1954 84 1961 105

1955 88 1962 106

1956 93 1963 108

1957 97 1964 113

1958 100

L}
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Another problem is that of identifying the years in which expendi-
tures oceur when the only datd available show total contract cost. Pro-
duction and cash flow may have been spredd oul over a period of several
years, and i{n principle the costs should be adjusted for each year
separately. Although CIR will provide the information needed to do
this in the future, it may be unavailable today, and some reasonable
approximation of the expenditure pattern must suffice.

One method of doing this is to use a percent-of-cost versus per-
cent-of-time curve of the type illustrated in Fig, II-2, These curves
are developed from historical data on a number of programs involving
the same kind of hardware«-in this case, large ballistic missiles--and
can be used to break total research and development or total production
cost into snnual expenditures. For example, to determine the annual
expenditures in a five-year R&D program amounting to a total of

$50 million the following percentages would be obtained from the R&D
curve of Fig, II-2:

Time Expenditures

20 6.5
40 23.0
60 65.0
80 92.0
100 100.0

These percentages are cumulative, of course, so the annual percentages

and the amount they represent would be:

Expenditures

Dollars

Year | Percent | (millions)

1 6.5 3.25

2 16.5 8.25

3 42.0 21.00

4 27.0 13.50

5 8.0 4.00

In the production phase a technique which can be used is to develop
"lag' factors by examining delivery schedules and production lead times.
Costs are then lagged behind delivery dates by some reasonable factor,

A more fundamental question than any of those raised above is
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whether price-level changes should be made at all, [fhe argument is
sometimes made that the upward trend in wage rates Las been accompanied
by a parallel trend in the ocutput per employee, or preductivity rate.
This implies that there has been little change in the real costs of aero-
space equipment since i{ncreases in wages and materials costs have been
offset by a decrease in the number of employees required per dollar of
output, The real dollar output per man is difficult to measure, how-
ever, in an industry where continual change rather than standardization
is the rule, Certainly the growth in productivity is not uniform for
aircraft, missiles, ships, and tanks, and to develop a productivity
index for each would be a difficult and contentious task, Present
practice, therefore, is to apply the price-level adjustment factors toc
obtain constant dollars while remaining alert to any obviovs inequities
that may be introduced by doing so,

Cost-Quantity Adjustments

Chapter VI of this volume discusses the cost-quantity relation-
ship, generally known {n the aerospace industry as the learning curve,
at some length, For those persons unfamiliar with this concept it

states in brief that each time the total quantity of items produced

doubles, the cost pér item is reduced to some constant percentage of
its previcus value, Whether one accepts this particular formulation
or not, the fact is that for most production processes costs are in
some way a function of quantity: as the number of items produced
increases, cost normally decreases. Thus, in speaking of cost it is
essential that some quantity be associated with that cost., An equip-
ment item can be said to cost $100,000, $80,000, $64,000, or $51,200
and all of these numbers will be correct,

Which cost should be used by the cost anaiyst? The answer to that
question will depend on a number of factors; if his purpose is to com-
pare one missile with another the cumulative quantity must be the same
for hoth missiles., The adjustment to a specific quantity can be made
very simply if the slope of the learning curve is known or can be in-
ferred from the data. To illustrate, costs for three missiles are
shown below. The cost is the same for each item, but the quantity is

different., To compare the costs for the items, they must be adjusted
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Missile Unit Number Cost(Unit

1 50 $1000
2 183 1000
3 200 1000

to a common quantity, If the quantity 100 is chosen and an 80 percent
learning curve gssumed for all three missiles, the adjusted costs will
be:

Missile Unit Number Cost/Unit

1 100 § 800
2 100 1000
3 100 1250

Projecting labor requirements for the 100th unit when only 50 units
have been produced is somewhat uncertain, of course, but ignoring the
cost~quantity relationship will in most instances result in greater
error than such a projection introduces.

The learning curve is most frequently depicted as a straight line
on log log paper as in Fig. II-3. The points above the curve illustrate
a point made earlier, They show the effect of adjusting production
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! 10 production quantity 199 1000

Fig. |1 -3 —Learning curve and adjustment for price - level changes
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As exemplified earlier by the mention of productivity changes over
time and the lack of a wdy to adjust cost data for such changes, many
more kinds of adjustments can be theorized than hdve been quantified,

It has been suggested, for example, that some adjustment may be required
because of differences in contract type--fixed price, fixed price in-
centive, cost plus fixed fee, etc.--or differences in the type of pro-

P' curement==competitive bidding or sole source, The hypothesis here is

! that the type of contract or procurement protedure will bias costs up
or down, but this has been an exceedingly difficult hypothesis to
substantiate.

Another suggestion concerns manufacturing techniques. What are
the effects of varying amounts of capital investment or capital improve«
ment and of changes in manufacturing state of the art? A related ques-

tion concerns the efficiency of the contractor. We may suspect that

Contractor A has been a lower cost producer than Contractor B on simi-

lar {tems, but this is extremely difficult to substaatiate. A low-cost
producer may be one who because of his geographical lecation pays lower
P labor rates. Contractors in Fort Worth, Texas and Atlanta, Georgia may
: have a considerable advantage in this regard over their competitors in
] i Los Angeles, San Francisco and Seattle, The table below does not give
;;, ffffffffff a faiv-picture of comparative rates because differences between indus= "~
tries in the various cities tend to be more important than differences
in location. But it can be seen for two cities as close together as
i Los Angeles and San Francisco that labor rates differ by about 10
‘é percent. Thus while it might not be possible to adjust cost data on
: the basis of contractor efficiency, it is possible to make adjustments

for differences in location by using the specific area labor rates,
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Table II<4

AVERACE HOURLY EARNINGS OF PRODUCTION WORKERS
ON MANUFACTURING PAYROLLS--NOVEMBER 1965

Atlante ... .. v 00000000 $2.69
BOBEON . iuuiicurvrvrenere 2.69
ChiCIgo RN R 2-91
Détx‘oit s s EB I IIEIRLEELOES 30“5
Los Angeles ........00.000 3
New Orleans .......o00000: 2
New York ...ceovvannnvanes 2,
Philadelphia ,....0.00uses 2,
Stl Lout' ¢ 4 ¢ 2 2 u OO P P e 2!
San Francisco .....vciuvee 3
Seattle .. .covvainvnrnnnnss 3

NUWVO\JE
WVt Oh DN

*rrom Employment and Earnings, Bureau of
Labor Statfstics, January 1966,
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III,  USING STATISTICS IN THE
DEVELOPMENT OF ESTIMATING RELATIONSHIPS

As stated in a previous chapter, many, perhaps most, vslimating
relationships are simple statements indicating that the cost of some
commodity {s directly proportional to the weight, arca, volume or some
other physical characterisric of that commodity, These catimating re-
lationships are simple averages--very uscful in a variety of situations
but because of their simplicity requiring licttle explanation here., Our
concern is with the derivation of more complex relationships, {.¢,,
equations that degcribe the basic data better than a simple factor
can and that can reflect the Iinfluence on cost of more than onhe vari-
able, The intent is to fllustrate a general approach to the Jdevelop-
ment of such relationships and to introduce certain basic concepts of
statistical analysis. The emphasis is not on statistics per se, and
the basic mathematical statistical theory involved as well as the
computational aspects of regression analysis are generally fignored.
This chapter merely presents some of the statistical considerations
involved in developing cstimating relationships for advanced equipment
estimating., While statistical procedures are stressed, the intent is
to all the problems of estimating cost. Statistical analysis can help
provide an understanding of factors which influence cost, but estimat~
ing relationships are no substitute for understanding.

The outstanding characteristic of a cost factor is that the re-
lationship between cost and the explanatory variable is direct and ob-
vious; thus, cost per pound is widely used because of the generally
satisfying thesls that as a ship, tank, or aircraft increases in weight
it becomes more costly. Weight changes do not always explain cost
changes, however, and many other explanatory variables are used. The
problem is to find these, and this is done first by deciding what var-
iables are logically or theoretically related to cost and then by look-

ing for patterns in the data that suggest a relationship between cost

| ! ~ not to suggest that regression analysis offers a quick and easy solution
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and these variables, A wimple array, as in Table III-1, may reveal

such patterns .

Table Iii-1

TEN AIRBORNE RADIO COMMUNICATION SETS

Cost (§)  Weight (1b) Power Output (w) Freqguency (mh)
22,200 90 20 400
17,300 161 400 30
11,800 40 30 400

9,600 108 10 400
8,800 82 10 400
7,600 135 100 25
6,800 59 6 400
3,200 68 8 156
1,700 25 8 42
1,600 24 ] 258

In this table, the costs of 10 airborne radio communications sets
are given along with the weight, power output and frequency of each.
e ——A-priori,one might expect cost to increase with weight or with power
output, Frequency is included because, historically, higher and higher

frequencies have been sought to increase communi~ations capacity, and

in general for a given power output higher freguency sets have been
more costly,

From Table ITI-1 it is clear that cost is not a simple linear func-
tion of any of the three possible explanatory variasbles shown. Cost
tends to increase with weight, but there are notable exceptions to the
E trend as shown in the scatter diagram of Fig. ILI-la. Cost plotted
J - against power output (Fig. IILI-lb) is even less promising, partially
because of the scale which does not enable an observer to distinguish
among the points between .5 and 30 watte. Changing from an arithmetic
to a logarithmic scale (Ftg. III-2) distinguishes better among points
in the low power range and indicates that a trend does exist but, again,

with a very wide scatter,
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It appears that the scatier may be explained to some cxtent by

the effect of frequency and in Fig., III-3 each point is identified

“foa frequency class:

HF - up to 30 mh
VHF - 30 to 300 mh
UHF - above 300 mh

A clearer relationship exists between cost and power output within each
frequency class tnan would seem to exist for the whole sample scatterced
without regard to frequency., This <uggests that the sample is not
homogeneous, Each frequency band may constitute a separate sample, or
possibly HF and VHF costs are on orne level and UHF costs on another.
With a larger data base each sample could be examined separately
and a regression line drawn for each. Given a maximum of five points
in each of two gamples, however, regression analysis techniques are not
warranted. The justification for regression analysis (as distinct from

stmﬁly drawing a line of best fit through the points either by a
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Fig. 111 - 3—Frequency class identified

least-squares or freehand technique) is to be able to say something
about the reliability of the regression line; in this case statistical

‘measures of reliability would have little meaning.

At this point {t is not clear that any of the possible explanatory
variables, cither singly or in combination, will yield a useful esti-
mating relationship. But as a means of illustrating some of the tech-
niques commonly used in deriving such relationships, let us begin with
the assumption that cost can be related to a single predictive variable--
wcight--and examine the results of a linear normal regression model,

In a later example we shall consider several variables in a multiple
regression analysis.

Regression theory has become a widely accepted tool for cost analysts
and is often used to Jevelop estimating relationships. In simple re-
gression analysis we are interested in estimating the value of one
variable based on its relationghip to a second variable. Regression
theory orovides a means for examining whether a relationship exists;
and when it does, for wmeasuring the nature and extent of the relation-
ship,




According te classical statistics a population (or universe)
defines the totality of all pertinent values that any variable or

variables can achieve. It folluows that the true relationship between

L ai

two variables must be embodied within a population., (It is seldom
known, however, whether the set of values available in any given prob-
lem constitutes a population or is only a subset (sample) of a larger
population. Generally, these values are considered to be a samgle
which can be used to estimate relationships for an actual population.)
The form of the regr:ssion function depends, of course, upon the
problem, It may reflect an underlying physical law or perhaps some
other structural relationship. When =2 particular functionmal form is
suspected, the simple linear-regression model is r1requently used to
describe the relationship between two variables. The equation of this

Ik model Ls:

y = a + bx

Where y is the dependent variable and x the independent variable.
The symbols a and b are parameters or constants whose values are to
be calculated from the data. Here y could be the cost of a radio com-

munication set and » the weight,

The model then indicates that heav-
ier equipment will cost more than lighter equipment, The values of

a, b and x allow a computation of a value for the cost for any equip-
m -~ if we know its weight,

To make statistical predictions, certain assumptions must be made
about this model., The classical requirement is that x values are fix-
ed and y values are random variables for given x values. This is
graphically illustrated in Fig, IILI-4. Specifically, for the popula-
tion it is assumed that (1) the variance of y-values about the regression
line is the same for all x-values (xl, Xy X3, X4, etc,) and (2) y-

values for a given x value are normally distributed about the regression

line, For the sample it is assumed that y-values ¢re simple random

*
samples taken from the total population.

*
For a more complete stac. 'nt of the assumptions about the sample

see W, A, Spurr and C, P, Bonini, Statistical Analysis for Business
Decisions, Richard D. Irwin, Inc., 1967, pp. 564-565,




e e ey

17

.

Caeama s N T

-39-
Y=a+b X
>
3
2
2
B
o
>
"E -
@
©
&
Q
[
(=)
| 1 1 d
X4 X2 X3 X4

‘ndependent variable - X

Fig. 111 -4— Simple linear population regression model

Given the regression model shown above, the basic problem is to

derive estimates of the parameters a and b such that the regression

equation will approximate the sample data as closely as possible., One

*
procedure for doing this uses the method of maximum likelihood, In

normal linear regression it turns out that the maximum likelihood

method is exactly equivalent to a least-squares procedure. The values

nf a and b are determined by the requirement that the sum of the square

of the deviations of the sample observations from the regression line

will

are:

Jogxoductiop
%o the Theoxy of Statistics by A. F, Mood, McGraw-Hill, 1950, pp. 152-

154,

be at a minimum. The two normal equations for linear regression

Ty = na + bpx

Lyx = apx + bEx2

*
The principle of maximum likelihood is discussed in
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In this example;

y = cost of airboine radio equipment (in thousands of dollars)
x = weight of airborne radio equipment (in pounds)
n = number of items in sample

P = sum of (e.g., Ly = the sum of all y's) !

Table III-2 shows the relevant numerical values to be substituted in

the above equations. They are:

n =10

Ty = 90,6

Ix = 792
Tyx = 8739.4
sz = 81,540

Substituting these numbers in the normal equatiens, we obtain:

90,6
8739.&

10a + 792b
792a + 81,540b

fl

Table III-2

DATA FOR REGRESSION ANALYSIS OF COST AND WEIGHT

X X X ¥ Xy
90 22,2 8,100 492.84 1998.0
161 17.3 25,921 299,29 2785.3
40 11.8 1,600 139.24 472 .0
108 9.6 11,664 92.16 1036.8
82 8.8 6,724 77.44 721.6
135 7.6 18,225 57.76 1026.0
59 6.8 3,481 46,24 401.2
68 3.2 4,624 10.24 217.56
25 1.7 625 2.89 42.5
24 1.6 576 2.56 38.4
792 90.6 81,540 1220. €6 8739.4
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Solving these simultaneously gives:

a = 2,477
b = ,083

Or:
y = 2,477 + ,083x
The regression line represented by the equation is shown in Fig,

III-5 as the solid line. 1Its usefulness for predictive purposes de-

pends on the extent of the dispersion of the observations about it--

the greater the dispersion of observed values of y about the line, the

less accurate estimates based on the line are likely to be, The mea-

sure of the dispersion of the actual observations is the standard error

of estimate (S) of the regression equation,

25

Regression line
®  v=2.477+.083X

20

—
i

Cost (thousands of dollars)
=Y

0 2L | |

0 50 100 150 200
Weight (Ib)

Fig. 111 - 5—Regression line and standard error of estimate
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The standard error of estimate (s defined as the square root of the
unexplained varfance of the y's in the sample., This unexplained vari-
ance 1s derived from the difference between the observed y values
(from Table I11-1) and the computed vy valuces {(computed from the re-

gression equation). This is i{llustrated in Fig. 11I-6.

Regression line

. ]
Unexplained
variance

Exploined
variance

Meon

X

Fig. 111 -6—Unexplained and explained variance

Explained variance, which we will deal with later, is derived from the
difference between the computed y values and the mean of the observed
values., Total variance is the sum of the two.

Expressed mathematically, unexplained variance is:

2 2()‘ - Yc)z

Oy © n

Thus, the unadjusted standard error of estimate is the square root of

this expression, or:

=y |

e e b o
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Y
Ty -y

n

S =

To compensate for the fact that standard errors calculated for
small samples typically understate the dispersion in the population,
an adjustment is required. The adjusted standard error of estimate (5)

is vptained by subtracting the number of parameters in the regression
equation from the sample size (n) in the formula for S. In this case

the number of parameters is two (a and b), Therefore the formula for

S is:
. [tk - yc)z
S =
n-2

From this it is clear that for large sample sizes the adjustment is

of no importance. In small samples--particularly very small samples
such as we are dealing with here--the adjustment can make quite a
difference,

The standard error of estimate for the estimating equation
y = 2.477 + ,083x is $5,800 and in Fig. III-5 a band of + S from the

regression line has been plotted. In interpreting the standard error

of estimate the main point is that in normal linear regression aralyses
one might expect about two-thirds of the sample observations to fall
within a region bounded by + S from the regression line, Virtually

all observations should fall within *3 5. In practice these gener-
alizations do not tend to hold up very well in very small sample cases.

For some purposes--particularly in comparing one S with another--

it is useful to compute a relative standard error of estimate. One
such measure is the coefficient of variation (C), which relates the

standard error of estimate to the mean of the sample y's:

o
[ ]
<llmi
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In the example the mean of the y's is $9,060, The value of C, there-

1 fore, is:
$5,800 _ 64
$9,060
3 : which is quite high, While the question of reliability of an estimating

equation i{s a relative matter, that iz, it is relative to the context
in which the equation is to be used, something like 10 to 20 percent
would be more desirable.

The standard error of estimate and the coefficient of variation

indicate how well the regression equation describes the sample obser-
vation, but this is rarely the area of greatest interest, The analyst
is usually more interested in using the estimating equation to predict
costs in the population or universe of items that the sample supposedly
represents, and the standard error of estimate does not furnish & good
measure of the reliability of the regression equation for predictive
purposes. The subject of reliability raises several additional con-
siderations., First,is the question of whether x and y are actually

related in the manner indicated by the regression equation., A partic-

fact none exists, Second, the regression equation obtained from the

sample is only one of a family that could be obtained from different
samples within the same population. This means that the predicted y
may not be the true y. Both questions are dealt with by statistical
inference, the first by a test of statiastical significance and the
second by establishing a prediction interval for the regression line.
While the subject of statistical testing is too complex to treat
in any detail here, basically what is involved is to set up the hypothesis
that x and y are not related (the null hypothesis), and then let the
testing procedure indicate whether the hypothes is is accepted or re-
jected at some specified level of probability. The particular test
to be used here is commonly known as the t-test because it uses the t-
ratio, or ratio of a coefficient to its standard error, This ratio ia

expressed:

b
tb = 5y

- o\ _uylar-sample could show such a-relationship out of pure chance vwhen in- - -
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where b = the regression coefficient (from the linear regression model

y = a + bx)

5, = the standard error of b

The value obtained for t, is 1.96, and this is interpreted by reference

to a table of t-values.” The relevant row from such a table is shown

below.
Degrees of Level of Significance (or Probability]
Freedom .20 .10 .05 .02 01
8 1,397 | 1.860 { 2,306 | 2.896 | 3.355

Note that the firsgt column is headed '"Degrees of Freedom" instead of

n, the number of items in the sample. In a regression analysis the

>
term "degrees of freedom' means the sample size minus the number of
parameters (values to be estimated, i.e.,, a and b) in the regression
equation, or in this case, 10 - 2 = 8, The value of L.96 is seen to
lie between the .1 and .C5 levels of significance. This means that
the chances are between 5 and 1O percent that a sample taken from a

population in which x and y have zero correlation could have a t as

at 10 percent, the hypothesis that there is no correlation in the popu-
lation is rejected. On the other hand if a .05 level of significance
seems appropriate, the hypothesis must be accepted.

A reasonable question at this point is: What should be the level
of probability for accepting or rejecting the hypothesis? Unfortunately,
no simple answer is possible, The L0, 5, and Ll percent values are
probably most commonly used, but the analyst must meke his own judgment
based on the risk assumed by rejecting a true hypothesis (a Type L

error) or accepting a false hypothesis (a Type II error).** For our

*
All the references at the end of the chapter contain t-tables,

For a gond discussion of this see Business and Economic Statistics

by W. A, Spurr, L, S, Kellogg and J, H, Smith, Richard D. Irwin, Inc.,
1961, pp. 251-255.
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purpose here we will accept a 10 percent value both here and in estab-
lishing & cvonfidence or prediction interval for the regression line,
The procedure for that is as follows:

For a given value of the explanatory variable, say %, the esti-
mating equation is used to obtain a predtcted value of the dependent

variable:
vy = a+ bx

Then we can put a boundary around ¥, say ¥ + A--such that there is a
certain level of confidence that the established interval does indeed
bracket the true value of y in the population,

In the case of normal linear regression, a 100(l - ¢) percent
prediction interval for an estimated value of the dependent variable

can be constructed as follows:

where

- 2
- n+ 1 (x - %
e A:SEE,»,/ n o t,g(x ,-}%,2,*/,,,/,, s

and:

S = standard error of the estimating equation from which § was
obtained,

t = the value obtained from a table of t-values for the ¢ sig-

nificance level,

n = size of the sample,

>
[ ]

the specified value of the explanatory variable used as a
basis for obtaining ¥,

x|
]

the mean of the x's in the sample,

T(x - ;)2 = the sum of squared deviations of the sample x's from their

mean,

Lop
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Using the estimating equation derived previcusly, the cost of a
communications set weighing 100 lb is estimated to be $106,777. To es-

tablish a 90 percent prediction interval around this value the necesgsary

data are:
S = $5,800
€ = 0.1 (Since a .90 prediction interval is to be computed,
l ~-e= 9o0re= 1)
n =10
x =100 1b
X =79.21b
S(x - %)% = 18,893 1b

Substituting in the above equation and solving for A gives:
A = §12,380

Therefore, for x = 100 1b, the 90 percent prediction interval {s:

This means that when all the underlying assumptions about the sample
are met, we have a subjective confidence of 90 percent that this inter-
val brackets the true or population value of y when x = 100, It should
be emphasized that a 90 percent prediction interval does not mean that
the probability is 0,90 that the true value of y lies within the inter-
val, Rather, it means that if we were to repeat the prediction pro-
cedure a number of times, we would expect that 90 percent of the time
our prediction intervals would include the true value of y. The point
is that the true value of y, while unknown te us, is a constant and

not a random variable that could take on many values, Thercfore, the
relevant probability concept is that 90 percent of the iatervals
computed as this one has been will include the true value of y, This
statement, of course, depends on the assumptions depicted in Fig. III-4,
p. 39.

y +£8S =$10,777 + $12.380_ . . .
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Using the prediction interval procedure ocutlined above, we can
compute 90 percent prediction intervals for other values of x and plot
these numbers to obtain a 90 percent confidence band around the re-
gression line as in Fig., IIl-7, In this cdse it is clear from the
figure that the 90 percent confidence region {s fairly wide, reflecting
graphically a measure of the uncertainty associated with the estimating
equation, This is typical of analyses based on small samplea, The
equation for the prediction interval is constructed so that the width
of the interval is quite sensitive to variation in sample size when n
is small., Sensitivity to small values of n is logical, since general-
fzations based on very small samples should be subject to greater un-

certainty than those founded on a larger data base.

40

o e

25
20

15

Cost (thousands of dollars )
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0 50 100 150 200

Weight (Ib)
Fig. 111 -7—Ninety percent prediction interval
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It should also be nnted that the prediction interval becomes wider
as values of x farther from the mean value and the sample are selected,
Thus, for example the prediction interval for the mean (79 lb) s
£9,300 + 512,500, while for x = 200 lb it is $19,000 + §15,990. The
width of the interwval in the latter case ls about 1.3 times the width
for the mean weight, This fllustrates in a rough way how our confidence
it the estimate decredsves as we extrapolate beyond the range of the
sample data--something that we often do in estimating the cost of advanced
equipment,

The width of the prediction interval is also sensitive to the level
of confidence specified, Up to now that level has been set at 90 per-
cent (i.e., € = ,1). Suppose that only a 70 percent [evel of confidence
is desived (¢ = 0.3). The only thing that changes in the inputs used in
L * 1.86;
g 1.108, This will make quite a difference in the width

the previous calculations is the value of t, Before, we used t
now we use t '
of the prediétion interval, Since our confidence is lower, the pre-
diction interval can be narrower, and for lower levels of confidence,
the band would be even narrower., However, except for very low levels

of confidence the interval oltained by the prediction interval procedure

will always be wider. than an interval established on the basis of the

*
-—gtandard error of estimate alone,

Up to this point the discussion has been confined largely to sta-
tistical regression analyses--developing an estimating equation and
various measures of uncertainty pertaining to that equation, From an
estimating point of view, this indeed is the most important part of the
analysis. There is, however, another form of statistical analysis called
correlation analysis. Correlation analysis is concerned with develop-
ing an abstract measure of the degree of association between the dependent
variable and tlie explanatory variable or variables, In simple linear
regression the most comuonly used measure of degree of association is
the correlation coefficient (r). The coefficient r is constructed in

such a way that it is bounded by the interval » ]. The sign indicates

* -
But recall the point made previously: § can only be used to
measure variations of y in the sample, not for describing the uncertainty
of a predicted vy,




L irrie B ared & RN SUMES Sl Ontl i)

whether the slope of the regression line [s positive or newative--{. e.,
whether the regression coefficient b is positive or negative. At the
boundaries of the interval for r we have the cages of perfect correla-
tion: r = +1 (perfect positive correlation); r = -1 (perfect negative
correlation), In these instances all of the sample points would lie
exactly on the regression line, When there is no correlation between
the variables whatsoever, r = 0,

While correlation is a somewhat different type of analysis from
that discussed previously, it is nevertheless related In a definite way
to regression analysis., To see this let us return to the concepts of
total variance, explained variance, and unexplained variance referred
to earlier in the discussion of the standard error of estimate and
illustrated in Fig., III-6, {otal variance (oi) pertains to the de-
viations of the v values in the sample from their mean, and is meas-

ured by:

Explained variance (cz) refers to the deviations from ¥ of the computed
y values (calculated from the regression equation) corresponding to the
values of the independent variable x in the sample, and is measured by:
-2

2 Tl -y

a =
e n

As explained previously, the standard error of estimate (unadjust-
ed) is the square root of the unexplained variance. The coefficient of
correlation (r), on the other hand, is related to the explained variance.
It is defined as the square root of the proportion of total variance

*
that is represented by the expla‘ .d variance, That is:

3‘:(3'c - y)2
TEN S - 02

————————————

k
rz is sometimes referred to as the coefficient of determination.

L mla e ks




We now see the interrelationship among r, S, and the regression
equation, The regression equation is used to determine the computed
y's, which are Inputs to the calculation of both r and S, Also, since
rl is Jdefined as a proportion of total variance, r and S in a scnse have
an inverse relationship to one another,

Just ag $ had to uve adjusted for sample size--particularly so in
the case of small samples--tr should also be corrected, The value of

r corrected for sample size ir as foliows:

rz n - 1) -1
n - 2

}
n

As is obvious from this equation, the effect of the correction dampens
out as n becomes large, For very small samples the correction should
most certainly be made.

The correlation coefficient adjusted for sample size in our il-
lustrative example is ,48, This is quite low and tends to substantiate
the evidence already seen that weight alone is not a good predictor of
the cost of airborne radic communication equipment, However, it should
be kept in mind that a high correlation coefficient, say .95, can be
misleading. Mere correlation does not allow an analyst to infer a cauge-
and-effect relationship between x and y. Spurious correlations are
common. For example; the number of bathtuboiih the United Statesrhau
been increasing steadily and sc has the crime rate as reported by the
FBI. One might very well find a statistical correlation between the
two much better than that found between cost and weight in the above
sample, Another point {s that the coefficient of correlation may be
high but the reliability of an estimating equation as measured by the
standard error of estimate may be low. The explanation hinges on the

fact that r is based on a ratio while 5 is based on an absolute quantity:

\/éxglained variance
r = -
totai variance

S = \/unexplained variance

'ILL




Thus, even {f the explained variance represents .4 high fraction of the

total variance, it is st{ll possible for the unexplained variance to
be large,

CURVILINEAR ANALYSIS: LOGARITHMIC REGRESSION

g T T T

Up to this point the anaiysis has been confined to simple linear

regression, While a first examination of the scarter diagram of cost
vs welght indicates that a Iinear retatiouship might be as good as any-
thing else, it still cannot be concluded definitely that some type of
non-linear relationship might not be preferable. Several such relation-
ships can be tried. One that is very frequently used, and that we

will be dealing with in discussing cost-quantity relationships in
Chapter Vv, is of the form:

e o 2 T T

v = ax

Since this equation is difficult to deal with statistically, usually

we make a logarithmic transformation of the variables, obtaining an

equation which is linear in the logarithms of the variables:
Log v = log a + b(log x)

L The procedure here is to conduct the statistical analysis in terms of

the logarithms of the variables, that is, obtaining estimates of log a

and b from a least squares [it of this equarion. This approach has
b
several advantages over dealing directly with y = ax", the most

important ones being:

1. We can proceed almost identically to the simple linear regression

case,

2, No additional degrees of freedom are lost--an important con-

e ————T

gideration when the sample size {s small.

The first step is to take the original data for y and x contained

{n Table III-1 and convert these data to logarithms, The next step is a

. simple linear regression analysis of the data in l'ogarithmic form, This




méans that a linear regression equatfon is derived such that the sam of
the squares of the logarithms of the variables around the regression
Iine is 4t a minimum, Solving as before, the estimates of log a and b
are found and the regression cvquation for the logarithms of the vari-

able is:

log y = -1.0425 + 1.0241 log x

This equation is shown as a solid line on the scatter diagram in Fig.

III-8. MNote that here the original values (arithmetic form) cof x and y
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Fig. 111 - 8—Logarithmic regressicn
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are plotted on 3 chart having logarithmic scales on both axes. This
{s exactly equivalent to plotting the logarithms of the variables on
an arithmetic chart, Note also that the regression line slopes upward.
This s because the b-value is greater than one. With a b-value of
less than ane, the curve weuld slope down.

The standard error of estimate is computed as before but (n leg

terms:

5, = .2763
log

In Fig., III-B the dashed lines indicate a band representinr + ELOS
around the regression line,

For perspective, the value 5 may be related to the mean of the

log
log y's in the sample to obtain the coefficient of variation for the

log equation, The procedure is the same as that shown on P. 40,

At this point it would appear that things have improved somewhat over
the simple linear regression case. The picture portrayed in Fig. IIl-8
suggests a better fit to the data, Also, the standard error of esti-
mate in relation to the mean of the log y's is substaatially lower than
in the simple linear regression example: 34 percent as compared with
64 percent.

But this is not the whole story, since up to now the analysis has
dealt with the logarithms of the data, and the analyst is interested in
making estimates in terms of the original data, We therefore have to
transform the logarithmic analysis back to an arithmetic form. When
this transformation is made, the estimating equation becomes:

1.0241

y = .09056(x )




S 5%

where 09656 is the anti-log of log a = -1,0425,
plotted on the scatter dlagram contained in Fig.
noted that the equation plots as a straight linc

welights shoun, Since the exponent of x is ciose

This equation is
[11-%. It should be
over the ranpe of

to unity, the curvi-

linearity implied by the form of the equation does not show un, Note

alse that the regression line does not dppear to be a particularly good

fit te the original data--no better than lhe simple linear estimating

equation obtained previously,
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Fig. 111 -9—Cost versus weight on arithmetic grid
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Te galn further insight, tet us turn to the standard crror of
ustimate and compute a 3 | 5 band about the regression line  This
band is illustrated by the dashed lines in Fig, 1L{[+Y, We now have a
much different pieture than that indicated in Fig. I11-8 for the loga-
rithmic analysis. In Fig, II1-9 the S tnterval is an ever-widening one
defined in terms of linear homogeneous functions of x. Recall that in
our simple lincar regression analysis 5 - §5,800. 1If we lay off %+ $5,800
around the regression line, the results are the dotted lines in Fig. III-9.
We conclude, therefore, that in this case the logarithmic regression
of fers no improvement over the linear regression.

The situation portrayed in Fig. III-9 has sometimes led to the
suggestion that the curvilincar equation he used for small values of x
(because the standard error of estimate is small) and the linear equation
for large values., It is important to keep in mind that the difference
between the two standard errors of estimate in Fig. III-9 stems from
different basic assumptions about the varfance of y-values about the
regression line, not from any change in the real distribution of the
variance, In the linear case, as pointed out previously, it is assumed
that the variance of the y-values about the regression line i{s constant,
In the curvilinear case the variance is still constant, but it is con-
stant in logarithmic terms, which means that ii actually {ncreases with
the magnitude of the dependent variable. 7

The logarithmic example contained in this section illustrates a
point that {s often forgotten. A logarithmic transformation of the
variables has a tendency to compress and shape the original data in
gsuch a way that a statistical fit to the logarithms looks good. Very
often, however, when the logarithmic analysis is transformed back into
terms of the original data, the results do not appear so impressive. In
sum, logarithmic transformations can be tricky and misleading. The

analyst must be cautious when using them,

CURVILINFAR ANALYSIS: SECOND-DEGREE EQUATION

We have just seen that for our {llustrative example a logarithmic

regression does not seem to offer any ilmprovement over the simple linear
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regression cise. Here another type of curvilinear regression analvsis

will be nttempted using a sceend-degree equatlion of the form:
2
y = a + bx + bx
*
Solving for a and b we obtain:

y = ,0743 + 1.6138x ~ 0457 x2

Thi¢ equatfon is shown as a solid line on Fig, [II-10,

24
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Fig. 111 - 10— Second-degree equation

*The procedure is given in Applied General Statistics, Third
kditton, by F, E. Croxton, D, J, Cowden, and S, Klein, Prentice-Hall,
Inc., pp. 419-422.
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The standard error of estimate {8 calculated as before, except here
we must add a4 teram for xz and take into account the loss of the addi-
tional degree of freedom. The result is that g {e greater than that
obtained for Lhe linear regreoesioan equation--$5 240 ¥

3

W

us

300, An area
bounded by + 1 S around the regression line i{§ presented in Fig. I1i-1D,

Relating § ta the mean of the sample y's gives a coefflcient of
variation of:

S _ $6,260
¢ = " 9,069 69

Should it be desired, a prediction {nterval mry be calculated for
a value of y obtained from the estimating equation for specified values
of x and xz, but for a second-degree regression the calculation is some-
what complicated and in the present example is unlikely to add anything
to the analyais.

Insofor as measures of correlatfion are concerned, in curvilinear
analysis the coefficient of curvilinear correlation is usually referred
to as the index of correlation and ts denoted by the symbol c. 02 is
called the index of determination and in this ecxample Ls equal to .37,
To adjust this for degrees of frecdom the following formula may be

W
used:

2 gl - - (-1
n o« m

0

where o :5 the number of coefficicnts in the regression equation (m = 3
in the case of second-degree regression).

Comparing the results of the statistical analysis for the second-
degree rcgression case with those obtained for the simple linear re-
gression example suggests thar the second-degree regression offers no
improvement over the simple linear case. The standard error of estimate
{s increased by $430 and the coefficient of variation is higher by 7
percentage points. The explainvd vartiation fs higher by 5 percentage
points, but ft is questionable whether such an {mprovement is signiticant

in a statistical sense,.

*

This equation (s shown (n slightly different form (n Methods of
Correlation and Regression Analvsis, Third Edition, by M, Ezeklal and
K. A. Fox, John Wiley and Sons, 1959 p. 3J0L.




————

.59
Simple linear Second-degree
regression TURTESs L
Standard error of estimate $5,800 §6,240
Coefficient of variation . B4 S
Coefficient (index) of deter-
wmination (unadijugted) L 32 3!
Coefficient (index) of corre- )
latios {vhadjusted) L5 .ol

It {8 conceivable when dealing with a small sample of data that the

differences in statistical measures presented above could be due purely
to sampling error. In this case, for example, the difference between
two (unadjusted) coefficients of determination is .05. A statistical
test might indicate that the chances are very small that two random
samples drawn from (he assumed population would have a difference as
large as this. In other words it would scem highly unlikely that the
observed difference could be due to sampling varfation. [TIf this were
the case, the difference between the linear regression and the second-
degree regression would be considered signtficant,

A simple test to determine whether the incremental increase {n

explained variance associated with the addition of the variable xz
(or any additional varifable) ix significant fnvolves the use of the
statistic F * An F-test indicacves whether the increase in explained
variance is significant {n relation to the remaining unexpliained vari-

arce, In this case:

F o= increment of explained variance + degrees of freedom
remaining unexplalned variance s degrees of frecdom

This can be rewritten

2 2
(rz" - )/ 1
N TR SV

————————————

” )
See Croxton, et al, p. w27,
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whiere

r, = !2 of linear regression
2 2
r, =r of 2d degree regression

As explained earlier, the degrees of frecdom are generally the sample
size minus the number of parameters in the regression equation, and

this holds true for the denominator of the above expression (10-3 = 7),
In the rumerator only one degree of freedom {s involved, the incremental
dagree of freedom lost by adding another constant to the estimating

equation,

Substituting r2 values in the above formula-

pocdlo32 05
(1 - .37)/7 = 16377

= .56

This falls far short of the critical F value of 5.59 (at a .05 level
*
of significance), {indicating that the additional explained variance

1s not considered significant, In other words the net increment of

_explained variance associated with the introduction of x° (after al-

lowance for the loss of an additional degree of freedem) is not suf-
ficient to allow us to be reasonably confident that the improvement

is not due to chance,

MULTIPLE REGRESSION ANALYSTS

Previously the simple linear regression example was extended by
introducing the variable x2 into the estimating equation. At this
point we shall go back to the simple linear case and consider some of

the possibilities in a multivariate analysis, e.g.:

*
Most statistics texts contain an F table showing values for levels
of significance from .05 to ,00l, The F value of 5.59 is given for a
numerator of 1 degree of freedom and a denominator of 7.

-
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1. Introduce power or frequency into the equatien,
2. Abandon weight in favor of power and frequency.

3. Use three explanatory variables, i.e., power, weight, and

frequency.

At this point, two technical considerations must be raised. The
first is a stipulation that {n the multipie regression model to be
used, the explanatory variables must be non-correlated, If, for example,
weight and power output were correlated, the addition of weight would
not make a statistically significant contribution to the explanation
of cost, The inclusion of a non-significant variable is undesirable
for a very practical reason; it is almost as likely to move the result
away from an accurate estimate as toward it,

Hence, before deciding whether weight can be used in conjunction
with power output and frequency the relationship between them must be
examined. While there are statistical techniques for testing whether
or not a significant correlation exists between two variables, a simpler
procedure is to examine scatter diagrams for one plotted against the
other., From Fig., III-11 it is clear that no association exists between
weight and frequency and very little between weight and power output,

" Tha second consideration is that a sample of 10 will barely support
¢imultaneous inferences about the effects of two explanatory variables.
To obtain a regression equation of satisfactory reliability with three
independent variables the sample should contain at least 20 observations,
Consequently, we shall limit our exploration here to the following
combinations f variables: weight and power output, weight and fre-
quency, and power output and frequency,

The estimating cquation for linear multiple repression cnalysis

is of the form:
2 = a+ bx + cy

And for the above combinations of variables the regression equations

are as follows:

sl
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C =~ 113,85 -~ ,4523 W - ,1308 F
C=2,9303 + 07338 W + 004705 »p

C = -,5257 + ,04258 P + 02749 F

where:

C = cost F = frequency

W = weight P = power output

The varfous statistical measures of each are compared below with those

obtained for weight alonme,

Weight + Weight + Power +

Weight Frequency Power Frequency
Standard error of estimate (S)  $5,800 $137,145 $6,190 $5,000
Coefficient of variation (C) . 64 2,83 .68 .55
Coqff%cient of determination
(R) .32 L04 .33 .56
Coefficient of correlation (R) .57 .2 .57 .75

The addition of frequency degrades the estimating relationship

tremendously, giving a coefficient of correlation close to zero, Weight

and power together are not as good as weight alone, and the only im-
provement seen is for the combination of power output and frequency.
While it would be preferable to have a lower value for C and a higher
value for i, this combination should do a somewhal better job of pre-
dicting cost than would weight alcone.

Earlier, we examined a curvilinear function with two variables,

A non-linear relationship of that type using three variables can be
examined here in an attempt to improve the reliability of the equation.

With three variables the equation would be of the form

b ¢
z = ax y

R
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Again making a logarithmic transformation of the variables to facil-

ftate computation and solving for the constant a, b, and ¢, we obtain

log €: -1,1933 4+ 5756 log P + .6085 log F

where:
C = cost
F = power output
F = frequency
or
C = 00641 P.5756 F.6085

This equation improves the fit congiderably as shown by the comparison

below and is generally satisfactory on logical grounds as well since

Standard error of estimate (§
Coefficient of variation {C)

" Coefficient (index) of determination (R)

Coefflciernt (index) of correlation (i)

8Yalues at the sample mean ($9,060).

Linear

+$5,000
.55

.51
71

power and frequency shoulid be causally related to cost.

+$3,200, - $2,370°
.35, - 268

+

Curvilinear

Given the

limitations inherent in a sample of 10, the above estimating relation-

ship is probably as good as can be derived.

DOCUMENTATION

Once an estimating relationship has been developed, a written

report documenting the major data, assumptions, and analytical results

is indispensable. The following guidelines for such a report are

suggested.
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The scope and coverage of the study and the resulting equations

should be fully and clearly described,

Assuming that the study has made provislon for a survey of
work already performed in the area of interest (a very
desirable part of a cost research study), a summary of the

survey results should be presented,

The major ifnput data used in the study should be provided,
Botl: the raw and adjusted data should be documented tc the
extent feasible, This includes data for both the depundent
and independent ‘rariables., Data should be included net only
for those cost categories and characteristics included in the
final estimating equations, but also for those major char-
acteristics which were considered but were dropped in the
analysis, Any adjustments to the raw data which are made
should be fully described and explained, The limitations and
some indication of the accuracy of the data should be pro-
vided., Since one of the outputs of a cost research study is
the data base itself ft should be sufficiently described so

as to be usable in future studies.

The sources and dates of the data should be specifically
_identified, . : -

Each dependent and independent variable comsidered in the

study should be fully and clearly defined, Unambiguous def-
initions of weapon system characteristics and cost clements
are usually considerably more involved than appears at first

glance,

The major dependent versus single-independent variable scatter
diagrams utilized in the study should be provided. The points
on the diagrams should be labeled to identify the particular

items,
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7. The final equations plus cther major equation forms examined
t- in the study should be presented along with such statistics
as the standard error, correlation coefficient, coefficient
of variation and prediction intervals (to the extent derived)
for each equation, Any other criteria felt appropriate for
indicating the goodness of fit and prediction rapabilities of

3 the cguattons should be providel,

8. For the major final equations, tables such as Table IILL-3
should be presented which show the observed values of the
dependent variables, the estimated values, the deviations,
and the percent deviation from the observed. The average
percent deviation for the sample should also be presented,
This not frequently used statistic i: felt to provide a good

and easily understood measure of th- goodness of fit,

Table III-3
ACTUAL AND ESTIMATED COSTS OF AIRBORNE COMMUNICATIONS EQUIPMENT
Actual Estimated Percent
Cost Cost Deviation Deviation
T T T T T TTTTITT822,2000 7 T T USY15,7000 T T =%8,500 T T =38 T T T T T T T
17,300 16,000 - 1,300 -8
11,800 17,400 + 5,600 +h7
9,600 9,200 - 400 -4
E 8,800 9,200 + 400 +5
7,600 6,400 - 1,200 -16
6,800 6,900 + 100 + 1
@ 3,200 4,600 - 1,400 -44
; 1,700 2,000 + 300 +18
1 1,600 1,300 - 300 =19
Average percent deviation 20

*Note, however, that this is not the function minimized when using
the least squares technique for obtaining the equation ccefficients.

M e e — - —— p—— ‘i - ) R s
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In addition, a scatter diagram plotting the observed versus
estimated values for the sample should be presunted (see Fig.
I[1I-12), The points on the diagram should be labeled to

fdentify the particular {tems,

The major alternative equations which were considered in the
study, but rejected, should be described sufficientiy for the
reader to understand which were considered and why rejected,
The raader stoutd he viven some feeling for the improvement
gained by the selection of the final recommended forms over
these other major alternatives, Alternative equations could

involve such aspects as:

0.5w ] { |

5 10 15 20 25
Actual cost (thousands of dollars)

Fig. 111 -12—Estimated versus actual costs
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The use of different independent variables;

pifferent forms of the cquations, e.g., linear, multiplic-
ative (i,e., linear in the logs) or non-linear forms;

The use of different forms of the dependent variables,

e.8., cost per pound or cost per {tem;

The use of stratified dependent variablces grouped into
sub-categories determined by such factors as ship or missile

type, welght, frequency, speed regime, ete,

Avy "necial methodology should be described, perhaps in an
appendix if only of specialized interest (such as a sophis-
ticated mathematical approach),

The methods used should be described fully and clearty, It
should be possible from the {nformation presented in the
report for a reader to reconstruct from the same data basc
(though not necessarily agree with) the results of the study,

The major assumptions, both statistical and otherwise, used

in the derivation of the equations should be explicitly stated,

An example to illustrate the procedure for using the final

cost-estimating relations is always helpful,

_ .13, The limitarions of the final equations should, tothe-extent

possible, be clearly delineated and be as specific as poa-
sible. The range of characteristics over which the csti-
mating procedure applies should be clearly stated as well
as any other restrictions on the population covered by the

equations,
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The widespread use of estimating relationships in the form of
simple cost factors, cquationg, curves, acwmogramé, dnd rules of thumb
sttests to their valuc and to the variety of situations in which they
can be helpful, Yel dn estimeling relationship can oniy be derived
from information on what has occurred in the past, and the past {8 aot
always @ reliable guide to the future, As 4ll horseplayers know, the
favorite runs out of the money often enough to prove that an estimate
based on past performance is quite likely to be wrong., Admittedly,
there may be other factors at work in the case of the racchorse, but
the problem remaing the same as that encountered in any attempt to
predict the course of future events, {.e¢., how much confidence can be
put in the prediction? This quustion dominates all others in any
discussion of the use of estimating relationships,

These remarks are not fotended to denrecfate the valne of estimac-
ing relationships, They comprise the most important tool in an vstima-
tor's kit and are i{n manv cases the only tool, This being the case,
it is egmential that their limitations be understood so that they will
not be used impropeérly, These limitatlons stem from two sources:
(1) the uncertainty inhurent in ony application of statistics and
(2) the uncertainty that an estimating relationship i applicable to
a particular article, The first pertains primavily to articles well
within the bounds of the sample on which the celationship is based and
says that uncertainty exists even here, The second refers to those
capcs where the article in question has characteristics somewhat dif-
ferent from those¢ of the sample, Extrapolating beyond the sample,
although universelly deplored by statisticians, is universally practiced
by cost analysts dealing with advanced hardware since in most cases
it {s precisely those systems outside the range of the sample that are
of interest, The guestion is whether the equation is relevant to the
case at hand even though good statistical practice would question its

usée,
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UNDERSTANDING THE ESTIMATING RELATIONSHIP

Sometimes 8o much emphasis {8 placed on statistical treatment of
the data that a fundamental point is overlooked--an estimating relation-
ship must be rvagonable and must have predictive value,

Reagondbleness can be tested {n various ways--by inaspection, by
simple plots, and by some fairly complicated techniques which fnvolve
an examination of each variable over a range of possible values. In-
spection will often suffice to indicate that an estimating relationship
is not structurally sound. For example, the following equation resulted
from an exercise at the Air Force Institute of Technology in which stu-
dents were asked to develop cost-estimating relationships for small
missiles:

C = 8347.5 + 150.6W - 1149.1R

where

C = cocst of airframe + guidance and control
W = weight (lh)
R = range (ml)

This equation fits the data very well, but it says that as range in-
creases, cost decreases, and this intultively seems wrong. If cost is

3 function of range, we would expect the relationship to be direct
rather than inverse. To investigate further, we can choose two hypo-
thetical but reagsonable values for W and R within the range of the
sample data (38.5 - 157 Lb for W; 5.0 - 14.8 mi for R). As the Table
below shows, M.ssile A, although heavier and with greater range than
Missile B, is estimated to be the cheaper of the two, This is contrary
to most experience and suggests that a re-examination of the sample data

and the equation is in order.

Weight of Airframe +

Hypothetical Guidance and Control Estimated Coat of Airframe +
Misslle (1b) Range (mi Guidance and Control ($)
A 50 5 11,133

B 75 10 8,153
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Sometimes an estimating relationship is developed to make a par-
ticular estimate, bu has no predictive value outside a very narrow
range. As an example of this, consider the following equation for

estimating the cost of solid propellant motors for small missiles:
2
Cost = 1195.6 + ,000003 1
where 1
I = total impulse

The equation fits the sample data very well:

Missile
Motor Observed Cost Estimazed Cost
A $2600 $2660
B 1700 1693
c 1250 1265
D 1750 1781

If it were aopropriate to use statistical measures for a sample of four,

one coul' say that this relationship explains over 99 percent of the

total variance. But, ncte that the constant 1195,6 accounts for 94

béééent of the cogérof Motor C and that the cost of all motors smaller
than D will be about $1200. On the other hand, because of the I2 term,
the influence of total impulse is likely to be too pronounced for motors
larger than those in the sample,

A common method of examining the implications of an estimating re-
lationship for values outside the range of the sample is to plut a scal-
ing curve as illustrated in Fig. IV-l.* The theory underlying a scaling
curve is that as an item increases in weight (or some othar dimension)
the incremental cost of each additional pcund (or square foot, watt,
horsepower, etc.) will decrease or increase in some pred.ctable way.
Thus, in Fig, IV-1 the cost per pound of ar electrical power sulrystem in

a manned spacecraft decreases from about $4200 to $1400 as the total weight

*Scaling curves may be plotted on either arithmetic or logarithmic
graph paper as shown in Fig. IV-1. Because the log-linear representation
is more convenient to work witl, this is the one generally used by co:t
analysts.
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increases from 100 to 1000 1b. The slope of the curve is fairly steep,
and if the curve were extended to the right, one might expect to see
some flattening. Eventually, the cu might become completely flat
when no more economies of scale can br re:.:.ed, but it is unlikely
—Lhat the slope would ever become posiiive. o T
Now examine Fig., IV-2 where total impulse is plotted against cost
per pound-second based on values obtained from the estimating relation-
ship above, Two differences are immediately seen. First, the left-
hand portion of the curve is unusually steep, Second, the slope be-
comes positive when total impulse exceeds about 24,000 lb-sec. In some
instances, fabcication problems increase with the size of the object
being fabricated and a positive slope may result, No such problems arec
encountered in the manufacture of small solid propellant rocket motors,
however, and continued economies of scale are to be expected,
A final point to be made about Fig, IV-2 is that a more useful esti-
mating relationship could have been obtained by drawing a trend line
than by fitting a curve to the four data points, With a small sample,
it is often possible to write an equation that fits the data perfectly,
but is ugeless outside the range of the sample, Statistical manipulation

of a sample this size rarely producas satisfactory results,
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Fig. 1V-2—Cost per pound-second versus total impulse

A final example of the kind of error that undue reliance on sta-~
tistical measures of fit may give rise to is based on an estimating
equation for aircraft airframes. Initially, an equation for estimating

airframe production labor hours was based on a sample of 44 aircraft,

It then seemed that grouping aircraft by type should give better cor-

separately the average deviation between estimates and actual values
was markecly reduced. In the case of trainer aircraft, for example,
average deviation was reduced from 20 to 6 percent, and a more useful
estimating relationship obtained. In the case of fighters, however,
while average deviation was reduced from 15 to ll percent, the esti-

mating equation, shown below, had a visible flaw:
Manhourg/1lb = 4 28 (weight)l'08 (speed)'a

The flaw is that the exponent of weight is greater than 1,0, and
this means that when speed is held constant and weight increased, the
manhours per pound of airframe weight will increase, This can be seen
in Fig. 1IV-3. The dashed lines show scaling curves derived from the
total sample of 44 aircraft These portray the normal relationship--
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Fig. 1V-3—Comparison of regression lines
with scaling curves

as weight increases, hours per pound decrease, The regression equation

gives the opposite results because the general trend in fighter aircraft

T~ “"has beern for increased speed to be accompanted by inc reased welght,and —— "~~~

this causes an emphasis on the weight variable, One cannot assume,
however, that all new fighters will conform to this trend; and the equa-
tion, if used at all, would have to be used with great care.

The advice is frequently given that one should not use an esti-
mating relationship mechanically, This implies two things: (1) that
the function must be thoroughly understood and (2) that the hardware
involved must be understood as well. To illustrate the former, let us
examine an estimating relationship for direct manufacturing hours de-
rived from a sample of Navy and Air Force airframes:

.765.43,

H = 1,45W

100

?
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where RLOO = manufacturing labor hours required to produce the 100th

airframe,
W = gross takeoff weight (ib),
i § =~ maximum speed C(kn).

i The multiple correlation coefficient is 0,98 and the cocfficient of

variacion is ,016 (in logarithmic terms), Desplte these very satisfac-

tory measures of fit, it is always interesting to compare the actuai
hours for each airframe in the sample with those eatimated by the equa-

tion to get a better understanding of how the relationship relates to

the real world. 1In such a comparison, as shown by the summary table

below, 33 percent of the estimates differ from the actuals by more than
20 percent, and 7 percent differ by more than 30 percent. These figures
imply that # person who has nothing to rely on but the estimating re-

i lationship may or may not come up with a good estimate. However, if

Difference Between Number Percentage
£ Actual Hours and of of
Estimated Hours Airframes Sample
10% or leas 15 56
11-20% 3 11
21-30% 7 4(/4*3944 - L
- ) 1 |7 A 7

the poorer results can be explained in some way, the analyst is then
in a much better position to understand the strengths and weaknesses
of the equation,
: Since this estimating relationship is based on gross takeoff
E welght and maximum speed, an initial hypothesis to explain the varia-
; tions might be that at one end of the weight or speed range or for
some combinations of weight and speed, the estimates decrease in quality,
In this case, however, as shown by Fig. IV-4, the poorer estimates are
ascattered throughout the sample, thus indicating no consistent bias
because of the explanatory variables.

A second hypothesis might be that the manufacturing history of
the airframes i{n the sample should explain the discrepancies, and, in
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general, this hypothesis seems valid, Of the nine sirframes in the
sample for which estimates differed from actuals by 20 percent or more,
several ware considered “problem” airframes, that is, sirframes where
the manufacturer had an abnormal number of problems in meeting weight
and/or performsnce specificstione. Interestingly enough, these were
not sircraft in which a major state-of-the-art advance was being at-
tempted., Another cause for discrepancy was discovered to be inter-
spersion of different models of the same sircraft in & single lot--e.g.,
reconnaissance veraions of a bomber were interspersed among bomber
sirfremes--and changes of this kind increase direct labor requirements.
The two airframes for which the estimates were the poorest, requiring
almost 40 percent less labor than the equation predicts, were vastly
different ones--a large transport and a supersonic fighter. One of
these beneiited from the manufacturcer's concurrent experience with a
commercial aircraft of similar configuration, The other cannot be ex-
plained; it simply appears that the labor content of this aircraft
was unusually low,

However , while it never is possible to resolve all the uncertain-

ties, with {nformation such as this, an estimator can feel reasonably

~ confident that the estimating relationship does not contain a systematic

biss, that it should be applicable to normal production programs, and
that it provides reasonable estimates throughout the breadth of the
sample,

UNDERSTANDING THE HARDWARE

This sample included aircraft with gross takeoff weights of 6,100
1b to 450,000 lb and maximum speeds of from 300 kn to 1,200 kn. Sup-
pose a proposed new alrcraft has a groas weight of 500,000 lb or a
maximum speed of 1,700 kn, Should the estimating equation be used
here? The same question could arise for an aircraft whose weight and
speed are in the sample range, but is to be fabricated by a new process
or out of & new materiasl, Again, the estimator must decide whether
the equation is relevant or how it can be modified to be useful, All
of this poinis to the fact that an estimating relationship can be used
properly only by a person familiar with the type of equipment whose
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cost is to be estimated, To say that a person cstimating the cost of
a destroyer should know something about destroyers may be & truism,
but an egtimator is sometimes far removed from the actusl hardware,
Further, he may be cxpected to provide costs for everything from air-
to-air misslles one week to a new anti-ballistic migsile system the
next, The tendency in such a situation may be to use whatever cquation
looks best without taking a detaliled look to determine whether it real.y
ts applicable or not,

To illustrate the problem, let us assume that a4 new bomber is
proposed with a gross weight of 450,000 Ib and a maximum speed of
1,700 kn, The estimating equation discusscd above way be inappropriate
because the speed is so far beyond the range of the sample, On the
other hand, no equation exists for aircraft in that speod range, il
an estimate {s required, This may be regarded as the normal situation,
and one has no choice butto make do with what is available, In this
example, usc of the equation gives 542,000 direct labor manufacturing
hours,

The next step is to compare the result with other somewhat similar
systems to sec if the ecstimate appears reasconable. Thus, in this in-

stance one might plot hours versus gross weight for several other lorge

airgtﬂitgaﬁ,ingfigkflv;ﬁ,-ﬁIhe,suputsonierbnmhcrr(SSBI)—isrﬁubseantiai4y
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Fig.1V-5 —Trend line for large aircraft
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above the trend, and this is as {t should be. A 1,700-kn airframe is
gulng to be more difficult to build than a subsonic airframe of the
same size, and lacking any other information an cstimater wight be =
inclined to a#ccept the figure of 542,000 hr. In this case, however,
all the ateframes in the sample vere fabricated slmost efitirely of
aluminum, while an efrframe built to withstand the heat geénerated by
sustained flight in the atmosphere of dround Mach 3 will require a
metal such as stainless steel or titanium. The question that arises
is whether the speed variable in the equation fully accounts for this
change in technology.

One way to approach this question is to plot a second scatter
diagram, this time with speed as the independent variable. Flgure IV-6
shows labor hours per pound of airframe weight plotted against speed

10 —

Lobor hours per pound of ai}frame

! 1 | | ] ] | J
0 2 4 6 8 10 12 14 16 18 20

Moximum speed (hundreds of n mi)

Fig. IV-6—Labor hours per pound versus maximum speed
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with a4 calceulated lLine of best fit drawn through the scatter, Assum-

ibg an airframe weight of 125,000 1b out of & gross weight of 450,000 b,
the estimate of 542,000 hr L8 cqual to &£.3 hr/1b of alrframe which

{shown on Fig, 1v=6 as sssl) is not only below the calculated trend linc,
it is below any reasonable trend line that can be drawn through the
sample, At this puint, we might say that we have three estimates:

542 ,t11) hr based on speed and weight, about 300,000 hr based on weight
alone (from Fig. IV-5) and about 925,000 hr based on speed alone (from
Fig., IV-6--7.4 he/lb x 125,000 1lb « 925,000 hr), More information is
needed to narrow this range, and although information on this subject

is something less than abundant, several cxperimental and prototype
aircraft have been fabricated using stainless stecel and titanium,

Onc manufacturer, on the basis of his cxperfence with several
prototypes, maintains that a titanium airframe requires twice the hours
of an aluminum alrframe, This is interesting but not very helpful
information becausce manufacturing hours for an aluminum alrframe can
vary considerably, A sccuwd {ndication is mire precise, An vxamination
of the fragmentary data available on scveral different airvframes with

spurds of Mach 3 and above tunds to show that they require about 15—

"”“ftﬁcé"HimeﬁQVhéﬁggﬂi5”;;;7vstimac;H by the evstimating rvlationship
above, This fmplics B13,000 hr or 6.5 hr/lb for the supersonic bomber,
This point is shown as 5582 on Fig. IV-b, On the basis of what is cur-
rently known, tiis appears to be ¢ reasonable estimate. One could go
further, of course, and make another independent estimote using a dif-
ferent estimating relatifonship. For most kinds of hardware, an esti-
mator does not have this option because estimating relationships are
not all that plent{ful. In the case of afvframes, however, a4 numbur
of equations have been developed over the years, and it s a good

fdea to use one to ¢onfirm an éstimate made with another,

JUDGMENT

The need for judgment is often mentioned in connection with the
use of estimating relarionships, and while this need may be self-ovident,
one of the problems in the past i{s that there has been too much judy-

ment and too tittle reliance on estimating relationships. One prohlen,
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that of introducing personal bias along with judgment, has beon studied
in other contexts aad the conclusions are probably applicable here, 1In
brief, it appears that a person's occupation or position strongly
influences his forecasts, Thuw, one c¢an expect to find a consistent
tandancy towatrd low estimates swong those persons whose best interests
ave served by lLow estimates, e.g., proponents of a new weapon or support
system whether in industry or governmant, Similarly, there are peovple,
agein both in {ndustry and government, whose bread is buttered on the
side of caution., As a consequence, their estimates are likely to run
higher than would be the case were they (ree from all external pres-
sures, (In all fafrpews to this latter group, however, it must be said
that overestimites are sufficiently rare to suggest that caution i3 not
a quality to be despised.)

The primary use of judgment should be to decide (1) whether an
estimating relstionship can be used for an advanced system, and (2)
if so, what adjustments may be necessary to take into account the
impact of technology not present in the sample., Judgment {s also re-
quired to decide whether the results obtatned from an estimating rela-
tionship are reasonable, This does not mean reasonable according to
some preconception of what the cost ought to be, but reasonable when

compared to what similar hardware has cost in the past. A typical test
for reasonableness ir to look at a scattergram of costs of analogous

équipment at some atandard production quantity as in the sketch below,

o
1//////~ - .: Acfuol equipment costs
£ ééé%%éé%%b
= i
8 o /////%%
Weighf

The estimate of the article may be outside the trend linew of the
scattergram ond still be correct, but an initisl presumption exiats
that a discrepancy has been discovered and this discrepsncy must be

investigated. An analyst who emerges from his deliberations with an
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estimate implying that new, higher performance equipment can be pro-
cured for less than exi{sting havdware knows his task is not finished.
If after some research he is convinced that the estimate is correct,
he should then be prepared to explain what naw developmént is responsible
for the decresse {n cost,

What he should not do is raime the cost arbitrarily by some percent
to make It appear more acceptable or because he has a visceral feeling

that the estimate is ton low, (Visceral judgments are the province of

management and are generally occagioned by reasons somewhat removed
from those diacussed here,) Judgments based on evidence of some kind
that an eetimate {8 too high or too low are another matter, and the
only injunction to be observed is that the change by fully documented
so that: (1) che estimate can be thoroughly understood by others, and

(2) the equations can be re-examined in the light of the new data,
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V, THE LEARNING CURVE

For many years now it has been standard practice throughout the
aerospace industry to make use of what have been variously called

"learning," "progress," "improvement," or "experience" curves to pre-

dict reductions in cost as the number of items produced increases,

Th.s learning procuss is a phenomenon which exists in many industries;
its existence has been verified by empirical data and controlled tests,
While there are several different hypotheses about :he exact manner in
which this learning or cost reduction uccurs, the main content cf
learning curv. theory is that cach time the total quantity of items
produced doubles, the cost per item is reduced to some constant per- !
centage of its previous valve, Alternative forms of the theory refer

to the incrvementa! (unit) cost of producing an item at a given quantity

or to the average cost of producing all items up to a given quantity.

1f, for example, the cost of producing the 200th unit of an item is 80
percent of the cost of producing the 1[00th item, the cost of the 400th
unit is 80 percent of the cost of tha 200th, and so forth, then the
production process is said to follow an 80 percent unit learning curve,
average cost of producing the first 100 units, etc,, then the process
follows an 80 percent cumulative avera; learning curve,

Either formulation of the theory results in an exponential function

that is linear on logari' iic grids. Figure V-1 shows a unit curve for
which the reduction in cost is 20 percent with each doubling of cumula- {
tive output, the upper figure showing the curve on arithmetic grids
and the lower on logarithmic grids. The arithmetic plot emphasizes

an important point--that the percencage reducticn in cost in each umit
is most pronounced for the early units. On an 30 percent curve, for
example, cost decreases to 28 percent of the originul value over the
fir.r 50 units. Over the next 50 units, it declines only five more

percentage points, i,e., down to about 23 perceni of unit one cost.
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The factors that account for the decline in unit cost as cumulative
output increases are numerous and not completely understood. Those most
coumonly mentioned ave:

1. Job familiarizetion by workmen, which results from the

repetition of manufacturing operations,

2. General improvement in tool ¢oordination, shop

organization, and engineering liaison.

3. Development of more efficiently produced sub-

assemblies.

4. Development of more efficient parts-supply systems.

5. Development of more efficient tools.

6. Substitution of cast or forged components for

machined components.

This is not a complete list of the relevant factors, of course,
and it tends to understate the importance of the item sometimes con-
sidered the most important--labor learning. Labor cost, however,
cannot decline through experience gained by workmen unless management
aleo bucomes more efficient. 1In other words, it is also necessary for

management. to organize and coordinate the work of all manufacturing

departments more efficiently so that parts and assemblies will flow

~ “through the plant smoothly.

Labor cost is not the only element of manufacturing that declines
as cumulative output increases. A learning curve also exists for unit
materials cost. The materials category frequently includes a great
deal of purchased equipment, which in turn includes a substantial
number of engineering, tooling, and iabor hours. These hours decline
as production quantities increase, and the contractor who buys in suc-
cessive lots is generally able to negotiate a lower price for each lot,
Decreases in raw material costs are generally attributed to two factors:
as cumulative output increases, (1) the workmen learn to work the raw
materials more efficiently and sc cut down spoilage and reduce the
rejection rate, and (2) management learns to order materials from sup-
pliers in shapes and sizes that reduce the amount of scrap that must
be shaved and cut from the piecca of sheet, bar, etc., to fabricate
the item of equipment. Substitution of forgings for machined parts
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also redvees the amount of scrap material, An additional factor probably

responsible to & lesser extent for the decline in materials cost is the
pricing policy of the raw material suppliers, These suppliers generally
reduce the price per pound for the various kinds of raw materisls if an
order is sufficiently large. While the learning curve pertains to cost
veductions as materials are applied to successive lots and not to re-
ductions due to volume purchases, segregation of the two effects is
imperfect., This accounts for some of the difference in learning curve

L slopes,

A third major component of cost--overhead--also declines with
cumulative output, but as a result of the method of allocating over-
head, not because of a perceptible relationship between overhead rate
and cumulavive output, Direct labor hours per unit decline as cumu-

lative output increases and overhead is often distributed to each unit

on the basis of direct labor cost or hours. As a consequence, it is

inappropriate to talk about a learning curve for this element of cost.

THE LINEAR HYPOTHESIS

This relationship between cost and quantity may be represented by

an exponential (log-linear) equation of the form

3 c = ax’

where X equals cumulative producticn quantity. The relationship
corresponds to a unit or a cumulative average learning curve according
to whether C is the cost of the Xth unit or the average cost of the
first X units. The constant a is the cost of the first unit produced.
The exponent b which measures the slope of the learning curve, bears

a simple relationship to the constant percentage to which cost is
reduced as the quantity is doubled, If the fraction to which cost
decreases when quantity doubles is represented by p, we have
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b
- C(2X) a(2x) b
Xy axpP = 27 or,
b = logp
log 2

For example, if the percentage reduction in cost for each doubling
of quantity is 80 percent, the corresponding value of b is:
log .80/log 2, or -.322.*

If a production process follows a unit learning curve of the form

C = axb, the cumulative cost of producing N units is given by

N

C = ajz: xb

x=1

The cumulative average cost, A, of producing N units is then

K=

The relationship between the unit curve and the cumulative average
curve is shown by Fig. V-2, The relationship between A and N is not

log-linear; however, as N becomes larger, A approaches asymptotically
the value

T+

S ————— ————————,

*
In learning curve literature the term '"slope" has not only its
usual meaning but also refers to this percentage reduction, e.g., an
80 percent slope means a curve with a b value of -,322,
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which differs from the exprasslon for unit cost only by the constant

factor, 1/(l+b). Conscquently, if unit cost has been cstimated at a

sufficiently large quantity, the cumlative average coat for the game

quantity may bc approximated by multiplying the unit mea.ure by 1/(l+b)‘*
When a production process follows a cumulative average curve

rather than a unit curve, the basfc functional form is still C = lxb

but can be written A = axb where A is the average cost of the first X

units, The cumulative cost for producing N units is siwmply AN, and

the unit cost is cbtained from the equation

![xl+b . (x-l)1+b]

The relationship between a linear cumulative average curve and the
resulting unit curve is illustrated by Fig. V-3.

These equations may appear cumbersome to work with but in practice
much of the work involved in using learning curves has been made simpler
by the preparation of tables giving the relationship bztween cumulative
total, cumulative average, and unit cost for a range of slopes and
quantitiel.** Tables V-1 and V-2 give values of these equations for

selected slopes and quantities when 3 is equal to one. Use of more

for values not listed, one may interpolate between given values of
quantity and slope,

To illustrate how the tables arc used, assume a linear unit
curve with a slope of 95 percent. From the first row in Table v-1, it
can be seen that the cost of unit 2 {s 95 percent of the cost of unit 1,

Similarly, the cost of unit 4 is 95 percent of the cost of unit 2

*Whether or not a quantity is sufficlently large so that the
asymptotic method will provide a good approximatioun depends on the
slope of the learning curve. For the 80 percent curve, the asymptotic
method produces an error of about 1 percent at quantity 100; fcr a 73
percent curve, the error at quantity 100 is almost 5 percent and does
not decrease to 1 percent until a quantity in excess of 1,000 has been
reached.

**See for example, The Experience Curves, Vol. I (67-847%) and Vol.
IY (85-99%), Army Missile Command, Redstone Arsenal, Alabama (available
from the Defense Documentation Center).
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(.95 x ,9% = ,803), Thus, if the cost of any unit is known, the cost
of sny other can be calculated from this table, For example, given
the value of unit 25, unit 100 cost would be obtained from the ratio
LFLL/ L 788 or 902, t.e., the 100th unit would be 90,2 percent of the
¢ost of unit 25, 7
Since the cumulative average curve {¢ always above the unit curve,
the cumulative average cost &t any given quantity will be gregter than
the unit cost, As shown in Table V-1, the cumulative avérngn cont of
unit 2 s .975 (the average of unit costs of 1,0 at unit 1 and ,95 at
unit 2), To move quickly from the unit curve to the cumulative average
curve, a sfmple ratio is provided in the bottom portion of Table V-1,
It is probably fair to say that in sctual practice the unit cost
is most frequently considered to be linear, but there are sufficient
exceptions to this statement to suggest that the choice is a matter
of preference rather than necessity. Once the choice Lis made, however,
1t is of the utmost iaportance to apply the technique consistently,
As is evident from thez example above, counfusing one type of curve for
the other could result i{n lerge errors.

NONLINEAR HYPOTHESES

——  Throughout -succeeding sections of this chapter—it is assumed that—

the linear hypothesis applies, t.e., that the learning curve is linear
when plotted on logarithmic grids. It must be mentioned, however,
that this is not the only possible formulation of the learning curve.
A number of studies have indicated thut the curve is not linear. One
of the best known of these is the Stanford Research Institute investi-
gation of 20 World War II aircraft., This study proposed

C= /x+b

as a move reliable expression of the relationship betwean manhour cost
and cumulative output. Here the decision to find a substitute function
was apparently prompted by & visual inspection of several series that

1
|
|
j
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scemed to indicate a concavity in the unit learning curve,* This con-
cavity esrlv in the series has beun recognized independently in other
studies.

On the other hand, it has been noted in some cases that beyond
certaln values of cumtlative output, both the labor and the production
cost curves develop convexities, The theory of a linear unit curve
implicitly assumes that Lts component curves (e.g., fabrication, sub-
assembly, and major and final assembly) are parallel to the linear
unit curve, and this implies that the rate of learning on all produc-
tion jobs in all departments is the same. Oue would expect, however,
that the departmentsl learning curves would have differeni slopes from
each other (e.g., fabrication might be 90 percent; subassembly, 85 percent;
and major and final assembly, 70 percent)., If thia is the case, the
sum of these curves (the unit curve) would approach as a limit the
flactest of the departmental curves.

A considerable amount of literature is avaiiable describing the
bases for and hypotheses sbout learning curves, and it is beyond the
acope of this chapter to attempt to cover this background material in
any detatl.** A list of some of the most useful reports on the subject is
appended for those interested in pursuing the matter further. For our

" purpose here, we stipulate-that the learning curve has become a useful

and accepted estimating tool, particularly in the aerospace indqstry, that
the log-linear curve is the one most commonly used, and that a knowledge
of its mechanics is indispensable to persons making or using cost

estimates.

————e.

*"Concavtty" in this context means that when viewed on log-log
paper the curve declines at an increasingly steep slope as it movas
away from the y-axis, 1In the formulation C = _8 the curve becomes

essentially iinear as X becomes large relative to b,

**One subject not discussed at all conceivns the effect of production
rate on unit cost, Economic theory generally holds that this relation-
ship can be described by a U-shaped function: cost declines as production
rate increases, then is insensitive to rate over some range and eventually
begins to rise again, 1In learning curve applications, on the other hand,
an implicit assumption is that cost is not affacted by rate of output
(or that the rate {s constant), Empirical evidence of the interaction
between the volume and rate effects is scanty, but for a good illustra-
tion of the problem see: Preston, L., and E. Keachle, "Cost Functions
and Progress Functions: An Integration,” American Economic Review,

March 1964, pp. 100-107,
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PLOTTING A CURVE

The graphical representation of lea. = curves involveg the
problem of representing the average cost fo. 1 lot or a complele con-
tract, since, typically, machours or costs are not recorded by unit,

The following sample f{llustrates this.

Manufacturing

Lot Units Hours per Lot
1 1-10 5,830
2 11-20 4,370
3 21-~50 10,550
4 51~100 14,750

To plot a cumulative average curve from these data the cumulative
average hours at the final unit in each lot are computed, as shown be-~
low. The cumulative average at the 10th unit is 583 hours; and this ic
the first plot point. Successive plot points are ai the end of each
lot, since these are the points at which the cumulative average hour

figures apply.

Flot Point Manufacturing Cumulative
(Unit) Hours per Lot Computation Average Hours
10 5,830 (5,830:10) 583
20 4,370 (10,200+20) 510
50 10,550 (20,750+50) 415
100 14,750 (35,500+100) 3ss

To plot the unit curve, however, it is necessary first to compute
the unit hours and then to establish plot points. The unit heours can

be taken as an average for each lot, that is:
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Unit

Lot Computation Hours
! (5,830 +10) 583
2 (4,370 *+10) 437
3 (10,550 +30) 352
4 {14,750 ¥ 50) 295

The lots can be represconted by these unit hour values, The
question is, where should the values be plotted? To plot at the lot
midpoint is to assume that the learning curve can be approximated by
a linear curve on arithmetic grids, but as we have seen from Fig. V-1,
this assumption only becomes reasonable after a number of units have
been produced. The effect of choosing the arithmetic midpoint as
the plot point for the first lot is illustrated in Fig, V-4. This
figure shows that for a learning curve plotted on arithmetic grids,
the area under the curve from A to the midpoint is greater than that
from the midpoint to B. Only when the algebraic midpoint is chosen,
which is somewhat to the left of the arithmetic midpoint, will the area

under the curve be equal for the two segments.

Unit cost

Cumulative unit number

Fig.V-4—Learning curve on arithmetic grids
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It is the algebraic midpoint, then, instead of the arithmetic mid-

point through which the unit curve should be drawn for the first few
lots, This can be ohtained from the following equation:

=1/b

K = L (1+b)
1+b +b

LR

where K = algebratie lot midpoint,
"2 first unit in lot minus .5,
H1 last unit in lot plus .5,
L = number of units in lot,

b = slope of learning curve.

Tables allowing rapid computation of lot midpoints for specific
slopes and lot quantities are also availnble.* Note that this pro-
cedure assumes & knowledge of the learning curve slope, Actually,
an approximation of slope is all that is required since the results
are not very sensitive to this parameter.

Less precise, but somewhat handier than the above equation, is
the graph showm in Fig, V-5 which provides plot points for early lot

quantltiet of less than 100, These points represent an average of the

range obtained from 65 and 95 percent slopes, The graph 1is used as

follows:

. First unit of contract lot is found on the 45-degree line.
2, The curve extending out from this line is followed to the
point on the horizontal axis which represents the last

unit of the lot,

*SGe, for example, PAMPER (Practical Application of Mid-Points
for Exponential Regression) Tables, Army Missile Command, Redstone
Arsenal, Alabams.
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3. The plot point is read off the vertical axis at that point,

Thus, for o fi.st lot of 10 units, the plot point would be
3.75.

In practice, plot points for only the first two or three lots, or
only the first if that lot comprises more than about 25 units, need be
taken from the graph, For succeeding lots, the arithmetic lot midpoint
i3 gquite adequate,

The point here 18 not to recommend any particular technique, but
rather to underline that the problem of how best to plot the represent-
ative unit costs for lots is important, Gross misplacement of early
points could lead to improper conclusions about the cost-quantity re-
lationships the curves are intended to represent,

VARIATIONS

The examples used earlier for {llustrative purposes end to sug-
gest that data points generally fall along a straight line as one would
expect from the linear hypothesis. The sad truth is that plots of the
type illustrated in Fig. V-6 are not unusual and that fitting a curve to
these points is more than a matter of understanding the least-squares

method of curve fitting. The types of plots seen in Fig. V-6 are common

“enough to have been given names in the airframe industry. The "scallop”
is generally caused by a model change or some other major interruption
in the production process. The characteristic of a scallop is that an
abrupt rise in manufacturing hours is followed by a rapid decline and
the basic slope of the curve is relatively unchanged.

/ When a model change is gufficiently great, as in the case of the
change to the F-106 from the F-102, the result is not a scallon but

a change to 8 new curve. In this case, @ "leveling-off" or '"tollow-on"
P {s characteristic of the initiel portion of the new curve. This 1s
E attributed to learning from a previous model that carries over and
flattens the curve during initial production. This can also occur when
production is halted for a long period or where production is transferred
to a new factility.

"Bottoming-out" is the tendency for a learning curve to flatten
at high production quantities. Intuitively, it seems reasonable that




Unit hours

-10t-

Toe =up

Level~off or
follow-on

\ - down

Bottoming ~out

Cumulotive unit numbers

Fig. V-6—Illustrative examples of learning curve slopes
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at some point no further learning should occur or that whatever slight
learning does occur would be offset by the effect of sméll changes,
And empirically it can be established that bottoming=-out has oceurred
in a number of cases. There are those who argue, however, that learn-
ing can continue indefinitely, or &t least a8 long a8 the attempt is
made to obtain manhour reductions, and empirical evidence can %“e cited
to support this point of view, The classic case is probably that of
the operation involving the assembly of candy boxes where the learning
curve was found to have continued for the preceding 16 years during
which 16 million boxes were assembled by one person.* The problem for
the estimator, of course, is that while bottoming-out may occur Lin any
given case, it is difficult to predict where it will occur, One study
found that for the sample of airframes examined it was fairly typical
for some flattening to begin at the 300th unit,** but this has not been
true for many airframes in the past, The B-17 curve maintained about
a 70 percent slope out to the 6000th unit and then exhibited a toe-up.

"Toe-ups" and "toe-downs' are the names gfiven to the rather sharp
rises or falls in hours that sometimes occur at the end of & production
series, The upward trend has been explained as resulting from the
transfer of experienced workers to other production lines, an increasge

.. _in the amount of handwork as machines are disassembled, failureto-re-

place or repair worn tooling at the normal rate, tool disassembly, or
from labor becoming less productive at the end of a program go as not
to work itself out of a job.*** Toe~downs are felt to be caused by
fewer engineering changes at the end of a production run and also by
the ability of the msnufacturer to salvage certain types of items fab-
ricated in previous lots,

While the names given to these particular variations are unimpor-
tant, it is important to know that such variations occur--not occasion-
ally but frequently. 1In the analysis of manhour or cost data use of the

m———vean

*
Glen E, Ghormley, "The Learning Curve,”" Western Industry,
September 1952,

ik
Methods of Estimating Fixed-Wing Airframe Costs, Vol. I (Revised),

Planning Research Corporation, R-547A, April 1967,

ik
G. M, Brewer, The Learning Curve in the Airframe Industry, Air
Force Institute of Technology, Report SLSR-18-65, 1965,

i e e
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unit curve reveals these variations snd is generally preferred for this
tedson. The cumulative average curve tends to smooth out aberrations
,; to such an extent that even major c¢hanges can be obscured. Figure V-7
illuctrotes this. The dsra points sre taken from a fighter aircvift
production progrem which had wore than its share of problems. The

solid line shows how & cumuietive average curve damps gut the effect
of these problems. The choice between working with the unit or the

A : cumulative sversge curve depends upon the purposeé at hand. The unit

curve better describus the date and is sometimes preferred for this

100
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Fig.V -7—Smoothing effect of cumulative average curve
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reason, On the other hand the cumulative average curve ls widely
preferred in predictive models because of its computational simplicity,
i.e., the cost of N items is simply the cumuiative average cost of the

Neh ftems times N, ‘The important point is to understand both well

enough to be able to choose intelligently between them.

~

APPLICATIONS

The learning curve is uged for a variety of purposes and in a
variety of contexts; and how the turve is drawn will depend on the pur-
pose and the context. In long-range planning studies, for example, the
curve must be constructed on the basis of generalized higtorical data
and the possible error is considerable, Empirical evidence does not
suppnrt the concept of a single slope for all fighter aircraft, all
solid propellant missiles, all spacecraft, etc. The practice, there-
fore, of assuming that manufacturing hours on the airframe will follow
an B0 percent curve (as wag common for many years) or that electronic
equipment will follow, say, a 90 percent curv:, can lead to very large
estimating errors.

In regard to airframes, Table V-3 shows the slope of the manufacturing-
hour curves for 23 post-World War II Air Force and Navy aircraft and
indicates that a slope steeper than 80 percent is the rule. Since the
learning-curve slopes of Table V-3 show important differences it would be
desirable tc relate slope to aircraft characteristics. In a sense a
technique suggested by Planning Research Corporation does thts.* Sep-
arate estimating equations based on aircraft characteristics are derived
for four different production quantitiea--10, 30, 100 and 300--and a
learning curve is developed from the estimates at these four points.

On a theoretical level, however, the concern is with those alrcraft
characteristics which influence the rate of learning, In this regard

it seems reagonable to expect relatively little learning for a model
wvhich represents & small modification over some preceding type since

the previous model would have already absorbed a considerable learning
effect. On the other hand, if an aircraft containy radically new design

features, one would expect a high initial cost followed by a rapid

*
op. cit.

———
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Table V-3

LEARNING CURVES FOR MANUFACTURING
(Labor~-Airframe Only)

LEARNING CURVE PERCENTAGE

Afrcraft
Fighter...eovevinniorsseecios 17
Fishlet-n..-..-...........-. 73
Fighter.......cveivvieavsaees Th
Fighter. ... v vvevioranisenss 73
Fighter. .. ...vivvivirnnraness 78

Fighter. ... . cvcervvinsceerss 11
Fighter. .. ivivaveinnsennese 14
Fishtertlllilttll"lll'li'lll 76
thhcerllb‘llb.ll!‘ll.h'.‘lll 77
Fighter....coveintvvirernaes 79

Fighter.... . iovecveverneiea . 82
Flghtel‘....n-............... 76
Fighter.-..-................. 75

B 27117 ST, / SIS

Bomber.,..ooveceevsivercenneas 76
nomber.&..-I.ol.!‘l.l’lr'!'ll! 73
Bumber.......-......-....-... 70
Bomber...cocovsvcvcnorassnans 71
meerﬁu!'Ol'lllll'o.l"..'ll 79

CArg0crvcossraassssncsnasorrs 14
COYBO0. .ovrocssinriosnsassses 18
CorBO. ..o vviansansnvoocrsnss 17
CarBO0..:revotiessascssnacanss 15

Trainer. . cocoierevperisninsed 74
Treiner, ..covieivovevevncners 15

m.ncQl.'..ll.-..lll!.l.'t.v'l' 75
Standard Deviation......,.....,. 2.7

*
G. S. Laevenson and S. M. Barro, Cost-Esti-

mating Relatienships fer Alrcraft Airframes, The
RAKD Corporation, RM-48%5- PR (Abridged), May 1966,
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decline with increased production quantities, In other words it has
been suggested that the '"newness' of an aircratt ghould be a major
determinant of learning-curve slope, but explicit techniques for taking
newnezd Lnto account have yét o he doveloped,

For good estimating, then, learning curves must be establislied on
the basis of his"orical data relevant to the problem &t hand, They are
equally applicabie to missiles, electronic equipmenc, aircraft, ships,
and other types of equipment, but the slopes may be quite different for
each of these, (A recent study of avionics, for example, showed slopes
ranging from 84 percent to 91 percent with a median value of 88 percent,)
1f a comparison is being made between two weapon systems, one involving
alrcraft and the other missiles, the learning curve slope chosen for
each could play a significant part i{n the total system cost comparison,
In an appendix to this chapter the effect of slight varfations in slope
is shown to be much greater than is generally recognized, To cite two
examples: The effect of using a 92 percent rather than a 90 percent
cumulative average curve is an increase of 25 percent in the total cost
of 1,500 ftems. As one would guess, the situation {s much worse when
steeper slopes are involved, Assuming a slope of 62 percent ingtead
of 60 percent results in a 42 percent overstatement of the cost of

1,580 items and a 25 percent overstatement of the cost of 100 items,

originating the curve at the estimated cost of the 100th unit rather than
the first. The table below shows how this reduces the effect of a two

percent change in slope on total cost.

Change in Total Cost of
Change in Slope 1,500 Units

From 90% to 92%
Curve originated at
unit L..........0 B U4 1 4
Unit 100.....0viiviiniininnnnnse 9%

From 60% to 627%
Curve originated at
Unft Louiin v ivnenronrvnnencoanses B2%
Unit 100... 000 iiiiennneniononses  L147%

Once a few data points are available either for developmental or
production ltems, the situation should be better, but, as illustrated

by Fig, V-8, the first few points may be misleading. Suppose an estimator

FUpap—
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had been asked to estimate the cost of a large production contract after
the fatrication of the firse 30 units, By fitting a curve to the ex-
isting data he would have projected a learning curve with about an 88

3 percent slope and at a level considerably higher than that later ex-
perienced. In such a gituation it is important tc realize that an

388 percent learning curve for airframe productifon is unlikely. 1In

| effect, one should have some idea of what the answer should be and

3 differences should be investigated.

This can algo be taken as an example of the small sample prcblem.
Where a learning curve is fitted to a few points, the correlation may
be perfect, that is, all the points may lie on the fitced line, but the
results can still be unreliable. The points used in fitting must be

sufficiently numerous and reas.nably homogeneous with the points implied

' by extending the curve to offer some statistical prcbability of success
in predicting costs.

The most important informsiiuvd an estimator faced with the above
problem could have would be a manufacturing history of the item involv-
ed, Variations from the norm may be caused by particular problems,
configurations changes, or changes in manufacturing methods. 1In the
curve of Pig. V-8, the initially flat portion (out to the 30th airframe)
is explained by the manufacturer as being typlcal of the initia!

“production period. In “this manufacturer' s experience, the curve begins
to steepen when:

1. Manpower has stabilized or reached its peak,

r 2. The engineering configuration has stabilized, and

1 3. The parts flow has stabilized.

; Thus, it may be preferable to explain some points and exclude them

| rather than to include them and bias the curve in height or slope.*

’ Whether or not to include all the points depends, in addition,
on the anticipated use of the resulting curve, If a unit cost curve
that includes all coats including changes is desired, a line of best
fit through the unit plot points may be appropriate. If the curve is
to be used in negotiating a follow-on contr.ct, the effect of changes

should be eliminated by constructing a curve through the lower portion

It is alio possiv.. to have a segmented unit curve as implied by
Fig. V-8 and some manufacturers subscribe to this concept.
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of the plotted individual v it points as in Fig. V-9. In effect, this
assumes that the introducti 1 of changes raises the hours initially

but that these decrease ag . to the level of the original curve.

x\x\\,

5 X

Unit cost

Cumulative unit number

Fig.V-9—Eliminating the effect of changes

Whatever the basic technique, it is important to remember that on
logarithmic grids the points at the right are much more important than
those at the left. In visually fitting a line, one should aveoid the
tendency to be unduly influenced by plot points for small early lots.
Early units are often incomplete because they are used for test pur-
poses. Also, the early units are apt to include certain nonrecurring

" problems incident to startup, and for this reason may be above the level

suggested by later plot points (CIR should help reduce this problem) .
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appENDIX *

Assume & cumulative average cost-quantity curve of the form

A = axP (1

where @ is the cost of the first item produced,
X {s the number of items produced,
b is an exponent that measures slope,

A is the average cost of all items produced up to and including X.

In cost-quantity curve parlance, the rate of change of cost with
respect to X is referred to as the slcpe (S) of the curve instead of b.
S has special meaning in that it describes the average cost of 2X items
as a fraction of the average cost of X items. As axb represents the
average cost of X items, a(2x)b must equal the average cost of 2X items.
Thus, given the above definition, the following relationship between
b and S must hold ’

Using logarithms to solve for b results in

b = log S
log 2 °

Substitution of this expression for b in equation (1) results in

(}og S)
A = ax‘ios 27 (2)

The cumulative average cost is but an input to the calculation of
the total cost of X {tems which is of particular interest. It is there-

fore logical, for analytical purposes, to work with the total cost

*Thia appendix {s the work of R, L, Petruachell,
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equation itself which can be developed from the equation for the cum-
ulative average cost as follows. A, the averidge cost of X items, when
multiplied by X gives the total cost (T) of the same X items. This

follows from the fundamental idea of an averdge. Carrying out the re-

quired manipulations in symbolic form results in the following expres-
sion for T.

T = AX

and substituting equation (2) for C

(103 S)
T = ax\108 2/y

and simplifying

(1 + log S)
T = aX log 2 (3)

At this point, observe that changes in the value of a8 are reflected

the value of T would likewlze increase 10 percent and furthermore do so
independently of the value of either X or S.

The effect of X and S on T is more complex. Rather than try to
display these effects by partial differentiation, etc., which is pos-
sible, graphics are employed exclusively. Figure V-10 portrays the solu-
tions of equation (3) for values of S between .70 and 1.00, an a equsal
to 1, and X between 10 and 400, chosen to display the varying shapes of
the different curves.

It appears that as X becomes larger, T becomes more sensitive to
changes in S. For example, a shift in S from 0.85 to 0.90 causes a
16 point change in the cost of 100 items and a 65 point change in the
cost of 400 items. Also, each of the curves levels off as § decreases

leading to the conclusion that the sensitivity of total cost to changes
in S decreases with S.

:
i
3
3
1
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400
X= 400
350
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250
1+E§£
- T=X  iog 2
8 200
E 200
2
150 /
" / / /]00‘
N //// ,,/50)—
=t 10
0
0.70 0.75 0.80 0.85 0.%0 0.95

Slope (S)

Fig.V - 10—Total cost versus slope
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An examination of these sensitivities in relative terms provides
some additional insights as is often the case when dimensions are re-
moved. Figure V-1l, which is largely a simplified copy of Fig. V=10,
illustrates, in part, the calculation of an index (TR) to measure the
variation in T with respect to X and S, A value of S designated sN
and a corresponding value of T likewise designated TH arerseleuted.
These values as the subscript implies are regarded as norms, or base
points around which variation is allowed (indicated by shift to § and
T). '1‘R the index of relative change in T is defined as the fractional

change in T resulting from and absolute change in §, or in equation form

T-T
N
(4)
R Ty

T
or T-—“lo
R TN
The following substitutions and simplifications result in the expres-

sion that was actually used to evaluate TR.

log S
1+ N
log 2 (3"

ax{1 + 1eAS
T = log 2/ _ 1

R log SN
aXl+-1—°-§—-2—

Ik = aX

log § - log §

N
Ty = X log 2 -1 (5)

The fact that the a's cancel out indicates that the sensitivity of TR
to S and X is {ndependent of the value of &. Figure V-12 shows the re-

sults of solving equation (5) assuming S, = .90, .86 < S < .94, and

N

(1 + log S )
reax\ &2/ 3y

Ak




~115-

400

8

™
I
x
Y
'--l;vﬂ |||||||||||||||||||| Avo
2! W v
{ |
! i
]
' ﬁ &
: § .MA' -
] W [] wv o
' | 1
] o
A
] 7 ] /
[ | ' %
[] # 1 Ol
] I ]
' P
] , ]
1 i ]
w e " i "
00 | o
] m ! . “ 8.
- s o
— [ )
X ' }
1 ' 1
- ' | 1
] [ !
] [] 7o)
1 W [l 7.
] ) ] o
| B
1 ]
| o
-1 e N
4 e o
o o o
2 8 2 8 2 3 3
™ ™ o~ ~ .Ii
(1) 1503 josog
|
7

Slope (S)
Fig,V-11—The calculation of TR




e e oIS el D S s

-116-

008 ‘r
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tog 2 X=1
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Fig.V-12—Values of T

R when § =0,86-0.94
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1 < X - 1500. The vertical axis (TR) indicates decimal fractions of

TN by which T differs. The origin at the center, allows changes both

above and below TN to be indicated. The horizontal scale (8) is simi-
larly marked, Figure V=13, V-14, and V-15 present similar displays for

different values of SN' The range of §, in each case, was restricted

| to SN #+ 4 units thus permitting coverage of the relevant spectrum with-
oul overlapping from figure to figure.

An examination of Fig. V-12 shows that the relative difference
between using an § of .90 and an § of ,92 would be + 25 percent in the
' total cost of 1500 items. Alternately, i{f an § of .89 rather than an
! S of .91 had been used, the difference relative to an averdage § of .90
would be approximately 23 percent.

Carrying out the same kind of exercise using Fig. V-135 results in
significantly greater differences. For exawple, assuming an S of .62
instead of .60 results in a 42 percent overstatement of the cost of
1500 items and a 25 percent overstatement in the cost of 100 items,

We must conclude that when using equations of this type to estimate
cost as @ function of quantity, significant percentage variations in the
total cost can result from what are apparently much less significant
changes in S§. In addition, the impact of a unit change in § on T, is

T ’*"'inverse'ly*prcport‘tonai"to*'th'e"size*of*ST""’*"""* o T e e e
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Fig.V-13—Values of TR when S =0,76-0,84
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Fig.V-14—Values of T

R

when S =0,66-0,74
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During the 1950's the difference between the crizinaf calimnte
and the flael vuei vl o yumber Of wWeapon syslems wes so grnné chat
in the latter part of that decade various agencies began looking at
vame Bistories or the najc; cquipment items Involved in #n attempt
to ideniify the reasons for the discrepancies., The problem 1a i}l
lustracted by the table below (Table VI-1). Here for 1€ ajrcraft and 6
missiles developed prior to 1958 the ratio of late estimate or ictual
cost to eArly estimate has beén computed and 1s ;hoﬁn a0 the factor

increage.

Table VI-1

*
FACTOR INCREASES OF THE FPRODPUCTION COST UF EQUIPHENT

: Fécror Factor
- Equipwment Increase Equipment Increuss
FPighter 3.9 Cargo 1.4
Fightar 2.6 Cargo 1.5
Fighier 2.0 Caryo 1.6
Fightet 1.5 Cargo 1.0
Fightar 1.7 Hissile 14.7

Fightar 1.7
Missile 9.4
Fighter 1.0
-Miseils 4.b
Fighter 1.0 isail 8.2
Fighter 1.1 seile '
Mlissile 1.5
Bawber 6.2 Missile 1.1
Bowbart 2.8
Co. (IR :
T i 4 i

This table is of more thsn historicsl interest becaise factor
increases asre still belng axperisnced on some typaes of hardware,
particularly spacacraft, being procured by the govermment. For our
purpose, the mafn point cf Lntereat is the resson for these 1o rsas,

*
Teken frow A. W. Marshall w«nd W. 4. Meckling, Predictsbliity of
the Costs, Time, sud Sucrsss ofF Developaent, The BAND Corporation,
Paper P-1821, December 195%.
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estimating. If tie problem (s mimply thia, p:eaumably the satimatue
Chn eave te do beitozr INd (he eliueciovn wean be improved. Tf, on the
aother hand, the problew turns out to be poor management, bad desigu,
itadequats Fuidsine us womeihing or that sort, the comt ;otimiior can
do litlla except hope that the future will be better. A study of the
deveiopment histories of the equipment in the above table in an sttempt

ta snswer such questions led to tne following cuwaclusiona:

When early estimales are made of what it will cost to
produce or devalop something new, the estimator typically
bases his estimate on the current design and the currentiy
planned program for developmeni. If he I8 estimeting cont
of production, he gets & total cost by costinrg the various
components &8 presently conceived and aggregating those.

If he is ~stimating the cost of developueni, he estimates

the cost of test articles, engire. {ng m#n-hours, etc,, os
presently plarnrd and agyregatea those. e does not specify
what performance he s assoclating with the particular dzaign
nor does he indicate the date at which this pzrformance s

to be operationally available. He ia simply costing & phys-
ical configuration and/or the physicsl resources contemplated
in the curront development plan.

As development proceeds, however, these initial designs
and plans are slmost inveriably changed, eithéer becsuse of
unforeseen technical uifficulties that forestall meeting
performance requirements, or becsuse the customer decides
it is wssential that the equipment be modified s0 as to kaep
pace with changing predictions of anemy capabilities, new

~operational coacepts, and new tech.iological posaibilities,

.+ o In principle it would be posaible Lo factor into
two parts the total error in cost estimates as they are pre-
pared: (1) the part Jdue Lo errors in the costing of the
configuration suppiied to the cost estimator (l.e., the in-
trinii ervor in cost estimating) and (2) the part due to
chauges in the conffguration & deveiopment progresses. In
practice it hss not been possible to carxy out this separa-
tion. However, it is our belief that the intrinsic errors
1n costing & fixed configuration tend to be wsmall relative
to the other sourca of arror*in the costing of most major
ltems cf wilitary equipment.

-In other words, of the two kinds of ervors menticned above,

requirements uncertatnty, {,e., varist{ions fn cost estimates sLewaing

< ,
Marshall and Meckling, op. cit.
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from changes in the conf{iguretion being custed, ie generally held to

be responsible for the major poction of fectnr increases. It should be

undersiocd that (hie kind of uncertsinty ir not found ‘n the United

£5{3& sionev~The estimared coet of Lhe joint British-French striks/
treinaxr esircraft, thce Jaguar, hed at the snd of 1966 fucres-ad from

'L Lllilow o §2.% mrllion because of changes {n Tegul *waucd and the
final cost wan srill uncertain,

”
-

Mor i{s requirewsenis uncercsingy
woiniined o -‘empori systems--the House of Representatives’' Reyburn
Office Bullding, originally expacted to cost sbout $30 mtilfon, ux-
cveded $120 million when finished, largely because of design changes
after the or{ginal estimate was made. While it way be f{mpoasible to
eliminate discrepancies of this kind eutirely, the Department of
Defense has sttempled to minimize them by initisting ths Contract
Defiaitiva Fhase {(CD?P) for najdr defense coniracts, A rigorous defi-
nition of requirements prior to source selection should reduce the

importance of this kiud of uacartasinty in the future.

Cost-eatirissing uncertainty refers to variations in cost wstimates
of & system for which the configurstion is essentially fixed and can
scrise for a variaty of reasons:

1.

Varintions in cost estimates of & give. set of requircments
can occur purely because of differences betwecn cost analysis in in-
terpreting the given requirewments, in mathodologicsl approsch to the

prublem, In specific techuiques used, end se on, even if the ausalysts

. &re of comparable compatancy.

2. Cost-eetimating relationships usad {n ceost aualysis ciunoi he

assumed to hold exactly. This simply wesans thr- ! gt -evinc ¢ =prtain
cuse womponent as 4 function of sowe varisble (or veriables), we ugually
caunot asiume tnmt thase varisbles will predict the particular cost
with certalaiy.

3. Cost-estimating error can arise f-om the fact thst data usad
as & bsuis for cost analysis #re themsslves subject to error. Putiing
it snother way, the cobservaticus usad in deriving cost-estimating rela-
cionships invariably contain errors--evea 1f these data come frov
carefully kspt historical records.
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4. In costing advencad éilitary systems, the cost anslyst very
often yses cost.omtimating relationships derived from pas+ or v#rrmnt
experiente. Kere, one caunot be very confident thef s §Cructursl
rélstion that holds razeonably well now will continua ta hold satlis-
tactorily ftor the advanced system being cowiwd. In fect, we {ragusaily
of necessity have to extrapolate beyond the range of the sample or
deta base from which the estiwmating relationship wes derived.

3. Usaally in meking cost eatimetes for use ln snalyses vhere
comparative costs a2re of prime concern, the estimatas arc made in trrms
of constant dollars, {.e., ih terme of price levels prn"«ilingitn 2 o0
bas~ year. Hence price level uncertainty is noc a uiénificnn& factor,

liowaver, there are occasions vhen ascimates for future systems may have

to be made {n terms of price levels expected to previail in fﬁtuxe years.

Hare theére ic obviocusly a potential scurce of error arising from the
possibllity that future price levels may in faet turn out differeatly
than origiually expectsd. '

6. Tne price-ilevel factor may ceuse difficulties of a diffurant
naturs. Sopetimes, forrexlnplu, the cost analyst may obtasin datq to
be used in cost auslysea, and from the source it may not ba clesr
whelhar the data sre in terms of ~zonstent or curreni price levels. &
case in point {s contractor data--either historical or projected, '

Véry ofren contractor projeciions wmake pruvisioas for possibic wage

xate changes and/or material price changes. To be useful for purpoces

uf suslycis, the snelyst should be sble to determine tha Lauses uend
tor making thasd projscted price chenges. Also, with renpeét to
corracting historical data for price level changus, some error is
Bouaw to sris: because of the deficiencles inherent in wost price

“indexas.

The above liszing 1 no doubk incompletie, but it doee give an
indicution of the main sources of cost-estimaiing nncﬂrtnlﬁty. In
the aosence of a definitive «néirtétl study, Lt {a difficult to may
vhich of the sources sre generally of greatest relative impurtance.
1o en overall coatext, the foilawing_aight be singied out: |
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Ecrors $a cost-aestimaling relationships
Errors in dats '

Bicrspolation arrurs

FROUFOSALS FOR TREATMENT OF UNCERTAINTY

P-gposals for traatmsal of umcertainty iu cost analysias range from

couventional atetistical toole to tha ssplisutdsn =f what zve comonly L.

kuowi 86 "fudge' facturs. Thw latter we rule out--not becausa of &

high séuse of morality that says use of fudge factors {s wrong but on
ptagmatic gtounds, To multiply & carefully workeu out cost estimaie

by some fo.tor because, on the avetége, estiwmates of & certain type of
hardwsre have been low by that amount may or may not improva the quality

of the astimate. For example, use of an sverage factor for tha casaes

‘of Table VI-1 would have the following resulta:

‘

Number of Estimates Number of Estimatas

Ingrov-d D!ggided
Fighters 5 4
Bonbers 2 1
Cargo 2 P
Miseiles _4 2
Trtal 13 9

To improve the quality of soms estimstes it is necessary to degrade
thut of others. Hence in &.y particular caése the cost enalyst cannot
kow in advance vhether use of & factor will be beneficial or harmful.

Coaventional statisti{cal tools are of ounly limitsd valua in coping
with the problem of uncertainty in cost analysis because the occasiocas
on which thay casa be uscd 1igorously are quite rare. First of all,
to derive the conventional statistical messures of uncertaipty, e¢.g.,
coufidance intervals, prediction intarvals, nnd the like, one must
draw a [epres¢ntative rample from s d-ii;nntod population to bs used
as a basis for the statisiical snalysis, Ia cost analysisz ot sdvenced
hardvare by the nature of the case, we usually do net have such a
population from which to draw representstive samples. (In fact we

sometimes deal with the entire universs.)
Even where samples of & sort can bs drawn, the sise of the sample
is invariably very swall--two or three observatiors, five or eix {f we

A -

' Pak, o %
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srw lucky. Sample sizez this =mail Brrsin the #Pplicsbility of mos:
statisticeal theory to the Limit--sven small sample theory. -

In the rere tnstenzes where the objections shova can be ressonably
ovcrccn-, we uly SLLII havu pxobl-ua because of diilzgul:y in justifying
the llnumptioas of the statistizal acdel lu ow Oiltisulix application.
For exampir, the model may require specifications of tha form ¢l the
distribution function Ln‘tha populltiéu from which the sumple is drawn.
Hn'arc usually not in s position to meke such a de¢signation--for exsmple,
to naks the assumpiicn of normality. The.nbruﬂlity assumption would
not be so lizloun if the ssaple size wore large. But as indicated
above, in our uoik excgedingly small ssuple size is the rule rather
than the «xception. One possibility for dealing with this problem in
the futurs i3 to uss non-poremetric o« distribution-free mathods of
cltlhntlou.* While these methods sre still reletively aev and the
theory not fully dovelopod. tha pooutble usefulness of distribution-
fres mathods in the future siould no:r be overlooksd.

In sddition to this problem, sther technical dt(tlcullseb age apt
to l:tnt. Cousider ithe rasa of & regression modal using the "errors

in chc equation” epproach-«i.e., that the estimating equation holds
subject to a random dAtsturbence (), but Lhet the veriebles coutsin no
error or at least errors of relatively minor significance. 4 usual
apecificarion on ¢ fs that successivs values of this variable ave
mutually indupendent (non-sutoccrrelated) end that u 4s {rdependent of
the expianstory verisbles. This -suunpiton may be somewhat «iftfcult
to-jﬁltlfy iﬁ ccr;ain_nr»!t¢ertunn- hovever, {n doubtful cases, the
DOD-#ULOCOTTElALLON EBumpssun Lun Do subjectud 1o ststistical test.
*Dt'tribution-lroo methods do not require an sssumption about a
specific form of probability distributiom function. E.g., sce A. M.

Mood, Iutroduction to the Theory of Stntgostc- Nev York, McCraw-iiil
Book Co., Inc., 1950, Chap. 16, ' '

"l.;., see Lavience R. Klein, Rconomgtyics, Evanston, Illinois,
Row, Pstarson & Co., 1953, pp. 89-90. Aleo, see B. I. Mart and J. von
Icu-ann, “chulattnn of thn Probabilities for tha Rario of the Mesn
. 8quare Successive Diiference to the Varisunce," Aonsls of H-thaudntcnl

Stagisgics, XIXI (1942), pp. 20’o214
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Finsily, where conventiongl statistical msthoda sre applicable,
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quirements uncerrsiney has haan the mors lepgctént of ths tee-  Thus,
wmany eof e Lechmizal stabistical poinls reised @hove may not alwsys

he 01 waejosr wigniiicence in practi-al 2pPlications. Nevedinwivss we
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must he avare of these matisr s fn desling with cost-gstimating unhcer-

'

tifrtty, v YNET TUT IGUCIPTECSTIGNS ul miaudmis wivors, prediction
intervals, and the llke wey be kept in proper context. Finally, it

should be pointed ocut that gven in casas where such statistical measuras

4re not subject to rigorous interprttntlon, they may still be of con-

siderable help Iln lorwing subjective juldgments about the relfab{liry

U

of stetistically derived astimating relationships.

Cost-Sensitivity Analysis

One basis for spproaching the problem iz &n acceplance of the {des
that 8 certain smount of uncertainty is inevitable in any «ctfon oceur-

"ring in the future. Having sdmitted this, Lt is possible to look a: @&

TR TR ST I Sl e s, e e Rl ot e B ol

proposed wespon oOr Support system, single out the aress of greatast
uncertainty and ass{gn some limits to them. This process {s somellimes

known #s cost-sensitivity analysis. It appears promising becsure it

highlighta the uncertainty f{nhesent in friurs system costs and gives
the pllnne{ 8 full view of the cost implicaticns of decisfons affecting
system configuration and opsrations.

This type of inclyuls {s primerils Lu. u’ +u he long~range planning
phase of @& progréa whare system parameters arc still tentative. It is

-t e 1 G MR L. ST e ] - i ol

@isv of more value, perhaps, In looking #t tutal system cost thap at

hardware cost only. As an example, consider making #n eatimate of the

PRV,

total system cost of an asrvspace pline--s wmanned agrcraft that can taka
vff from & runway, fly into orbit, snd after completing its miesion thers,
fly back Lo eatth s#nd land. Among the characteristics that are unknown
are: the size of the vehicls, the number of flighte {t cculd make per

PE L E ST e

year, the missions it would be used for, and the atirition and wear-out

s

trates. The unknowas far outnumber the knowus, 1f (ndeed there are any

knowns {n & systew &5 far-out as this one. But let us assume {t would

e ke -t
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be desirabie for planning pirpsges 50 CmepsrR iRF K0T Jf using AD As¥5-

Space pimpe fur performing 3 number of missions with the cost of using

3everdi dilieTend expendabie bemosters. 32 %

[ £

peiasivle, using & TIOgR-
of-valuas approsch, to come up with a range @f Cosl eslimotas.

Tsing thiy SPPLCSch Bashe iuching et @ renge ¢ venicle weights, a
range vf utilizailou rates, and o on. Thus we weuld h&v. 3 series of
disp.ays like those shetched below. PFurthe:r, an snalysis of thase will
indicuate the particular system characteristics to which total system
cost is sensitive and thosa to which it is ({nsensitive. In our nirolpacu
pPlans example, we might find that for & reuge of vehicle weights, utilt-
zction rates, missions, and attrition and wear-out rates, the range of

-totsl systes co¥t is 50 great #s to be meaningless. Closer scrutiny
might reveal, howsver, that & major part of this variation comes from a
single system charactevistic, say, mission altitude. 3By limiting the

Y nystem to low-orbit missions, the variation in cost might be reduced to a

renges small enough to wmake meaningful comparisous with other systems posvible.

Svitem cost,

Migsion altitude - Vehicls waight

“This exsmple is conceruned with roquirements uncertainty in & totsl
lyotoi context. If we srxe intereited only in the cout of ths aerospace
plans 1teell, # similar enslysis could.§¢ performed to ;-ciblioh the
cost implications of'chta;cs in weight, rpaed, payload in orbit, typu
of propulsion, etc. Or, {f {nterest ceniers om cost-estimating unceg-
teiaty, one could exemine a rangs of metarial or fabrication costs as
in the following exsuyle wbers nev technology makes estimsiing mors
uncoriltu than usual.

The sircraft industry 1s continually sesrchiag for nev materials
that will be stronger, lighter, have & higher hedt resistenie, or ofter
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35v4 Olhe; édveniage Over materisis now used. AL presant, bovon-fiber

¥ rainiorced composite sppesrs to offer prtzntizl ssight savings 4w #

tepiacemant for some sortinn of the slusioums cuesoniy ussd, Uy il #ldo,

15 LT FRAP I RS Lo
i ilanaied

Litig in an sXparizentsi stags, 18 very expensives-sbout $704) per pound.
Febricarion tachiigues ave Jduzt being worhed o6 nuw, &l Lhey srs sisc

very axpensive. At sowe tlse in the future, howevar, *oron materisl

I
|

By beoate Sysitetic iD QUATTICY L0 waw {u sizcrsic production, snd it

{s alwsye of intareat tu uxsmioa ihe possible eftect of » nev materisl

r cf‘qﬂ.‘ﬂ_- q f_“‘-‘ 2] i‘!l'ﬁﬂ'

. oun cost (consider, for exsmple, the speculatlion about the cost of using
titanium io the F-1ll and supersouic treasport).
To sxsmine the efféct substitutlon of boron materials would heve

o A S T Y . “mﬂ‘wﬂ‘m{» iz e

on the production cost of sirzraft, a renge-of-valuss approach provides
wore information then o singls-value eptimste ss well as emphoaizing
the uncertainty of the numbers. In this example, then, in which manu-
fecturing costs enly ere conaidered, a range of coets is scipulated

vhetever appropriste. Manufacturing costs are largely a function of

wa.ght and for 4 large modern fighter aircraft are estimated to run o
about 360 per pound (at the 400th unit). Coneiderabie uncertainty ‘
5 exists about the cost cf fabricsting rhsats &nd penels of boron, even

sssuming that computer-controlled machines will be available. To allow

for this uncertainty we postulate a rsnge of fabrication costs, from

$72/ib to SLZI/IE based on optimistic and pessimistic prediction of

persons having some experience with fsbrication of borom womposice.

' Tha material cost is comprised of sluminum, purchased parts and
equipment, snd boron composite. These cao slsp be agtissted ~u a cost-
parepound basis, and for slusi-um the éobt dhould o sbout whet Lt isx
today-~§10/1b-~with no vartation considered. For purchased parts ond
squipment thare 19 soma uncertsinty about what would go on the borom
aicplane, 80 & range of $60/1d to $100/1b is chosen (compared with
$60/1b for «n aluminum sircraft). Whiles boron costs are still {n the
realm of conjecture, Fig. VI-1 shows a prediction of how they might de-
cresss over time, VYor this exmmple, » have takan the cost at three
diffzreat timen--$425/1b Ln 1968 $50/1b in 1974, snd $25/1b tn 1980--

with tlie axpactation that the rasl range of interest {e comprisea of
the fipsl two. The 1968 figure is Locluded as 4 reminder of curvent
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Fig. vl -1 —Projected beron material cost
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reslity. The manufacturing &nd msterisl costs (in millions of dollars)
rezulting from these cost factors are shown below:

$325/1: 858/1% $23/ib

Boron Cost | High | Lov | High | Low | High | Low

Meoufacturing | 2.00 { 1.45 | 2.00 | 1.45 | 2.00 | 1
Materisl 3.2 200 1.0} 7a 20

-

Total 5,32 § 4,54 | 3.0L ] 2.23 §{ 2.80} 2

- .
LI )
w

)

<
N

These f:gures show a pousible range of $5.32 miilion to §$2.02 mil-
lion, and a likely range of $3.01 millios to $2.02 million. They also
show that totsl msnufacturing cost 1s relatively insensitive to changes
in the coat of boron once this cost hss declined to the $50/1b level.

The proceduxe illustrated sbove is applicable to sny situation in
which costs and/or reruirements are uncartsin sud limits can be essigned
to the uncertainty with some assurance. The usjor draswbsck to cost-
sensitivity analysis is implied by this lstter condition, since there
is no guarantee thet in acy given snslysis sll the relevant alternatives
will be included. Regardleas of its limitations, cost-sensitivity
onalysis is probably one of the besi currentiy available techaniqueas
for helping desl with the uncertainty problem in estimating the cost
of equipment and ﬁnipan systems.

B e Cario Technigues

One method proposed for desling with uncertainty begina with the
assumption that s cost analyst can describe each lnput paremeter with
a probability di-cribution.* This distribution is then treated as s
theoreticel populstion from which random samples are obtajined. 1the
methode of taking such semples, as well as problems which rely on
these ssdpling techniques, are often referred to ss Monte Carlo methods.

To {llustrate the Mounie Csrlo procedure for simulating cost input
uncertsinty, consider the exszaple degicted in Pig. VI-2.

Ve

*

This methiod 15 described in more deiail i{n # report by P. F.
Dienemann, Estimuting Cost Uncertainty st Monte Carlo Techniques,
The RAND Corporstion, RM-&B54-PR, Tenuary 1966.
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Brtunt fnmi.d maarbninthg Coomme bl AL oblb 82
rTIwrwus 1l WIreUT I D Ve WM W TR WIIITZITTUI IR
Y Y
1.0
Random
_ &'—"i‘.ﬁ-;! _
Y =f{x)
i X 0

Fig. VI-2—Monte Carlo sampling

From the probadbility density, Y = £(x), describing the actusi (or
sstimited) ingat uncertsinty, a cumulative distribution is plotted.
Next, ¢ randos docimal batween zaro and one is selacted from & tabis
of random digi%s. Ly projecting horizontally from the point or ths
Y-axis corresponding lo the rsudca decimal to the cumulative curve, ve
£ind the value of x correspondiag to the poiat of {ntersection. This
value is taken as & sample of valae of x.

The result. £f this procedure i{s repested oumerocus timss, is »
sample of input vslues thet approximates the required igput uncertsinty.
As seem in Fig. ¥I-3. the more repatitions, the better the simulated fnput
discributica.

Sample size -~ 100

/ /,\\ / //\ // / \\

Sumple size - 500 Sample size - 10X

*

vd | :

Fig. Vi-3—Simulated input distribution

v
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The procedure for escimating cost uncertsinty follows readily
ouce simulatad input valuss havs Seen msds. To Llluastraste, comsidser

the foliowiung simple estimating reiaciousuip;

w

C=Ral
where C = coet,

¥ = wmight,

P = cost par pound.
Assuns the actual uncertsinty of the input parsmmters cin be rapresented
with probsbili. Jdtistributions 2s shown in Fig. VI-4, with L M, and H
denotiug the loweet possible, most-likely, sud highest porsible valuss,

vespectively. Purtherwore, assums that these values sre as follows:

lcem L M H
Weight 75 ] 100 | 128
Cost/1lb 300 | 400 | 700
Weight Cost per pound

1/\‘7 /\
L M H L M H

Fig. Vi -d—Input uncertainty distributions

From the input distcibutions, & semple value for both the weight
and tha cost per pound is gensrsted by mesns of the Moate Carlo tech-
nlqu.'. Using these two aample valuss, s cost is calculated. The
procedure is repeated agsain and sgsin until the nsture of the output
uacertsinty has besn establashed. Table VI-2 summarizes the procedure
for 1000 iterations.

L
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Tablie ¥1-2

MONTE CARLO SIMULATION OF COST UNCEKTALINTY

Iteretion w i 3 .‘. c
X 83 405 33,615
2 l.op 633 68,364
3 103 374 38,522
& 101 452 45,652

5 92 | 3uy 35,604
1,000
Kesn Values 100 450 45,000

~" From the set of cost estimates, s frequincy distribution as shown
in Pig. VI-5 can bs prepsred to y tray the cost uncertaincy. It {»
interssting to note thst tiae mean value of the cost is higher thsn the
single-value cost estiuate ($40,000}--the product of ths most-likaly
values for sach inpu:t factor. The diffsrence between the two sstimstes
occurs becsuse the uncertainty about the cost per pound ie skewed to
the right. If the uncertainty distributiocas of both laput factors
wvers symmatric, the two cost estimetes would de fduntical.

Although this exsmpls depicts a very simple costing problem, the
techuiques are applicedle to more razlistic situstions. Rowever, vhen
the scope of the problex is expanded it {s expedisnt thst the coating
wodel be programmad for a computer,

It must be noted thet i ng the Monte Carlo technique to estimste
cost uncertainty tu this mann.: requires that &ll input pscametsrs be
sutuslly iandependsnt. With cost factor faputs, we can probsbly cooclude
that the assusption of independence iy trua. However, vith systam

-
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rsquics=snis we st be wore cerafui. 1B cdses whare 3 functisg ielad-
tionship does exist between two Oor more faputs, we can aften cilcumveat
the inlsrdapindanie puviiem by incorporsting the raelatfonship withim
the cost model; or LI the problem demands, one could explore wore

. . - - - - %
svphisticated techniques tor sampling from joint frequency distripbutiomns.

Goor Fsgjmete Confidence Rating

In su entirely di{fferent approach to the prodblem the Air Forca
Systems Command has {nstituted & Cost Estimste Confidence Rsting (CECR),
AFSC Yorw 27, which attempts to ectablish subjective limits on the coa-

fidatis io be placed im asch sepsrate segment of an estimste, e.g.,

el
sirframe, propulsion, etc. In this procedure ths astimstor is asked
to sssign & value of from 1 to 3 to each of the following factors:

Kstimecing Condicions

Estimating end information access
Gzound rules and sssumptions
Other (specify)
O . Baturse : ten
State of the arxg
Production axperience
Other {(specify)
Ltem Description
Specificarion status
Operating prograa characteristics
Cost Methods andé Dsta
Hethods
Deta

A Tating of 1 on Rstimating Time and Informetion Ac. e8s, for ex-
anple, wesms "therg wis complete sccess to avaiiable dats needed tc costc

~ ,
D. J. Pimev, "Frequancy Pistribution of Devistion from Msesas snd
Regressiom Lines 1 Ssaples from » Multi-variate Norwal Population,”
ls of ' fcal Scatistics, Vol. 17, 1946,

Described in APSCL 173-1A, Atcachments 3-8 through 3-14.
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thic {tem and there was asaple time ro thoroughly resesrch these sources."”

A rating of 3, un the other hend, implies thet "the domineting sourcs of
yn.ercainty bas bLeen the completely fnadeguate asmvunl vi (ime provided
to wike the estimses sndfor the compleis ldck of #cceds (o useful data
sources.' From Lhe ratings assigned to esch factor & consolidated com-
fidcpca raring (4 determined {mcT=2ll) Llie writimetic mean of tha raging
#ssigned tc the individuel factors) which expiesvses the caitmntor's
&veisli fepiidence, Ino ZUTiTiow v the retings AFPSC Torm 27 calle for
an estimate of the mwa! likely cost, lower-bound cost, and upper -bound
cost, These upper end lower bounds presumshly stes from the uncertain-
ties praviously specified. A sample forw is shown in Fig. VI-6.

While from an cvperstional point of viaw it {s not clesr what the
reacisient of so estimate does vhen hcris t0ld to give the estimare
little credence, documentation of the sources &nd extent of uncertainty
in an esttimate should de helpful. Also, the need to specify which es-
timates he {s mosi uncertain about sad why may spur the estimstor to do
8 better job on thess i{tems., Thus, while the AFSC CECR ts still expar-
imental and cannot be e¢valuated empiricelly as vet, {t does represent
8 constructive step in the right directioa.

Better Information

One better lolut@on is sometimes feasible, given the same condi-
tion necessary Lo usa costesensitivity and Moute Carlo techuiques,
{.e., that the areas of uncertainty can be deffned. This solution {3
to reduce or eliminate uncercainty by obtaining better knowiadge, which
in eftect (s the purpose of the Contract Definition Phasa of hardware
procurement. A carsful spelling ouﬁ of requirements snd design specifi-
cations casn eliminste much of the uncertainty thst pervades s conceptusl
study. Or actual tests msy be performed to obtain more knowledge, ss
fa the cese of the superscnic tranaport where both Boeing and lLockheed
fabricaied a number of parts oul of titanium to gain information on the
codt of working with this metsl. In that situalion, the need to reduce
cost-estimating unccertainty impelled both companies to spend several

millions of dollars. The governmeni cost estimator may never have the
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resources for & similazly massive sttack on his own pro lenm, but the !-
: exemple (s instructive nomsthaless, Uncerteinty cen bs :uducad 1o asome [
‘-l s
i instances by experimentation, iz others by balled dofiamitien, aod dn %.q,._
:j a1l by (nciesased knowledge. Naverthelass, the cautiionary note sounded f—;
55:* by Thas World Mejssroiogicel Drgenizsiica 4ia 1986 o tha subjeci oi ! [
o3 . sl
- weather ferscasting i probshly applicabie hese:
The baeic charecteristics of uncertainty will almost ‘ [ .
_#utely eontinue ¢o g cpsratiomally 3ignificdni §8t the : - e
foressesble futurs. ' , , . , 4
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This Memorandum {8 the introductory por-
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Cost eflec%iveness stut.r;
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Ltatistical methoas ana

. sistant Q!crotnry of Defense (Systems processgses i
- Analysis), DThe study discusses the : Uncartataty
fundassental probleas of estimating major Probability

squipnment costs and sugzests that for many
purpcses, particularly for government cost
ana’ysts, a ststistical approach is the
most suitable., The kind of data regquirea
and the adjustments aneeded .o make the

. data useful are discuswed in soma detaill,
The use of regression analysis in deriving
cost estimating relationships is descridbed,
but it is emphasized that unquestioning

use of estimating relationships obtained

in this maagner cauo result {g serious

; errcrs. The concepts underlying the coste
’ quantity relatioaship generally knowvn as
the learning curve are presented aslong vith
instructions for its use. Fipnally, the
problem ©f uncertainty in cost estimating
is c¢iscussed, and a fev suggestions for
dealing vith the problem are included,’ .
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